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The Developing Economist
An Undergraduate Journal of Economics

The editorial team is excited to publish this second vol-
ume of The Developing Economist. This year was highly com-
petitive, and during the submission process we received over
thirty submissions to the journal. The four papers that we
selected for publication reflect outstanding undergraduate re-
search completed by economics students from around the coun-
try.

Throughout the year, The Developing Economist editorial
team has sought to support undergraduate research through
other venues as well. Our team regularly sends a representa-
tive to the Research Student Advisory Council (RSAC) to dis-
cuss methods of improving undergraduate research on campus
with students from other research-focused organizations. Dur-
ing these meetings we also advise the Office of Undergraduate
Research and learn about new research initiatives on campus.
Additionally, this year several editors attended the Federal Re-
serve Bank of Dallas’ Economics Scholars Program conference
to support fellow researchers and to raise awareness about the
journal.

The editorial team is encouraged by the interest and sup-
port of students and faculty alike in our endeavor. We hope to
continue promoting research at the undergraduate level, and
that the papers published in The Developing Economist help
to inspire future researchers for years to come.

Editorial Team
The Developing Economist



A Note From the Department Chair

Dear Readers:

The University of Texas Economics faculty has been thrilled
with the introduction of The Developing Economist. We were
impressed by the initiative taken by our Omicron Delta Ep-
silon chapter to create this undergraduate research journal. A
faculty advisor did not urge the society’s members to create
this journal, but rather the students saw a need for an outlet
where undergraduates could publish their original economics
research papers. Now in its second year of existence, the jour-
nal is completely managed and edited by our undergraduates.
We are proud in knowing that The Developing Economist is
one of only a handful of undergraduate economics research
journals in the entire country.

Each one of my colleagues is passionate about economics
research - that’s why we entered academia. We know that
when a student undertakes original research, they shift from
being consumers of knowledge (in the classroom) to producers
of knowledge (outside the classroom). Opportunities for in-
dependent research can be limited at the undergraduate level,
especially at a large University like our own. We urge students
to pursue such research through an honors thesis if possible.
And we promote and celebrate that research through our own
honors symposia on campus. This journal provides an im-
portant outlet for this type of research, both for students at
UT-Austin and other students across the country. You will no
doubt be impressed by the creativity and depth of the research
topics displayed within this issue.

We again applaud our students for starting this journal,
and we look forward to the involvement of future students in
the publication of The Developing Economist for many years
to come!

Dr. Jason Abrevaya
Chair, Department of Economics
The University of Texas at Austin



Staff

Christina Kent
Editor-in-Chief

Shreyas Krishnan Shrikanth
Chief Operating Officer

Mario Pena
President, ODE at UT

Editorial
Daniel Chapman
Hayden Sand
Javier Flores
Leonardo Gongzalez
Malay Patel

Nikolai Schyga



Contents

Value-Added Real Effective Exchange Rates: Test-
ing for Countries with High and Low Vertical
Specialization in Trade 9
by Peter A. Kallis, Princeton University

China and India in Africa: Implications of New Pri-
vate Sector Actors on Bribe Paying Incidence 41
by Sankalp Gowda, Georgetown University

Bayesian Portfolio Analysis: Analyzing the Global
Investment Market 67
by Daniel Roeder, Duke University

Multiproduct Pricing and Product Line Decisions
with Status Externalities 86
by Frederick B. Zupanc, Northeastern University






Value-Added Real Effective Exchange
Rates: Testing for Countries with High
and Low Vertical Specialization in Trade

Peter A. Kallis !
Abstract

I test a modified value-added real effective exchange
rate based on the construction by Bems and Johnson
(2012) for suitability as a replacement for conventionally-
constructed real effective exchange rates for countries
with high vertical specialization. To do so, I construct
an error-correction model using the exports of two coun-
tries with different levels of vertical specialization: Bel-
gium and Germany. I find an insignificant relationship
in the short run, but observe that in the long run,
the value-added real effective exchange rate may per-
form better as an indicator of export competitiveness
for countries with high vertical specialization than the
conventional real effective exchange rate. Further anal-
ysis of the short-run relationship using an ARDL model
and panel regression provides contradictory results.

I. Introduction

Over the last two decades, a growing body of theoretical and
empirical literature has concerned itself with the changing
landscape of the international trade market. As globalization
and trade liberalization have progressed, several papers have
drawn attention to and analyzed the phenomenon of vertical
specialization, or the use of intermediate imports as inputs to
export production.?

Yi (2003) argues that vertical specialization has been a ma-
jor explanatory force behind the growth in world trade since
1960.% Similarly, Hummels, Ishii, and Yi (2001) provide evi-

1Special thanks to my faculty advisor, Dr. Iqbal Zaidi, and my gradu-
ate student advisor, Olivier Darmouni, for their invaluable guidance dur-
ing this project.

2Hummels, Ishii, and Yi 2001, 76.

3Yi 2003, 91.



dence for a trend of steady growth in the vertical specializa-
tion share of exports between 1970 and 1990, finding that by
1990, the vertical specialization share of total exports across
the countries studied accounted for 21 percent of total exports
and 30 percent of total export growth.* More recently, Bems,
Johnson, and Yi (2011) found that vertical specialization was
an important factor in the decline in global trade between 2008
and 2009, accounting for 32 percent of the drop in total trade
over the period.’

In light of this work, the role of vertical specialization as an
increasingly-important driving force behind trade growth and
contraction cannot be ignored. This is especially true when
considering that changes in the nature of export production
could have considerable ramifications on the underlying as-
sumptions of conventional models of competitiveness.> Bems
and Johnson (2012) consider the consequences of the emer-
gence of vertical specialization on the theoretical framework
used to construct conventional real effective exchange rates
(REERs). They argue that increasing shares of vertical spe-
cialization in trade make standard REERs constructed using
the Armington framework less appropriate.” They propose a
new method of constructing REERs to reflect the growth of
vertical specialization, which they name the value-added real
effective exchange rate.® The authors demonstrate that impor-
tant differences exist between the value-added real effective ex-
change rate (VAREER) and conventional measures of the real
effective exchange rate, and suggest that increases in vertical
specialization may mean that the VAREER may function as
a better explanatory variable for trade fluctuations than con-
ventional rates for a given country.” This paper will test for
the existence of a statistically-significant difference between
these two exchange rates in an effort to prove the theoretical

“Hummels, Ishii, and Yi 2001, 77.
®Bems, Johnson, and Yi 2011, 316-317.
5Bems and Johnson 2012, 2.

"Bems and Johnson 2012, 2.

8Bems and Johnson 2012, 3.

9Bems and Johnson 2012, 1-2.
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prediction of Bems and Johnson (2012).

As a first step toward empirically testing the theoretical
work of Bems and Johnson (2012), this paper explores the
following question: does a real effective exchange rate con-
structed to reflect value-added prices explain the variation in
a country’s exports better than conventional real effective ex-
change rates, if that country has a high vertical specializa-
tion share of exports? To answer this question, I test two
broad hypotheses drawn from the theoretical arguments made
by Bems and Johnson (2012): (1) that for a given country
with high vertical specialization in trade, REERs constructed
using value-added prices will explain changes in exports better
than conventionally-constructed REERs, and (2) that REERs
constructed using value-added prices will explain fluctuations
in exports better for countries with high vertical specialization
than they do for countries with low vertical specialization in
trade. The first hypothesis addresses the suitability of the VA-
REER as a replacement for conventionally-constructed rates,
and the second hypothesis addresses whether increased ver-
tical specialization explains this suitability. Using evidence
from papers on vertical specialization by Hummels, Ishii, and
Yi (2001) and Breda, Cappariello, and Zizza (2008), I test
these hypotheses using Belgium as a representative country
with high vertical specialization and Germany as a represen-
tative country with low vertical specialization.!?

I1. Literature Review
Vertical Specialization

Hummels, Ishii, and Yi (2001) define vertical specialization
as the use of “imported intermediate goods...by a country to
make goods or goods-in-process which are themselves exported
to another country.” ! They analyze vertical specialization be-
tween 1970 and 1990 for 14 countries and find that vertical

OHummels, Ishii, and Yi 2001, 84; Breda, Cappariello, and Zizza 2008,

Tab. 1-2.
YHummels, Ishii, and Yi 2001, 77.
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specialization as a share of total exports steadily rose for all
of the OECD countries over the period examined.!? They also
observe that the vertical specialization share of exports tended
to be much higher for the smallest countries in the sample and
lower for the largest countries.'

Expanding on the analysis done by Hummels, Ishii, and
Yi (2001), Breda, Cappariello, and Zizza (2008) measure and
compare the import content of exports for several European
countries in 1995 and 2000. They find that after controlling for
energy imports, Belgium had the highest vertical specialization
share of exports in 1995 and 2000 in the sample, at 39.8 percent
and 44.1 percent respectively, while Germany had the second
lowest vertical specialization share of exports in 1995 and the
third lowest in 2000, at 20.3 percent and 26.2 percent.'*

Real Effective Exchange Rates

Bems and Johnson (2012) modify the Armingtom framework
for constructing REERSs to reflect trade in value added rather
than in goods wholly produced within the exporting country.'®
They base this revised framework on the claim that increased
vertical specialization in world trade has changed the nature of
trade competition between countries. Rather than competing
against each other’s similar goods on the world market, they
now compete against each other’s potential to add value to the
supply chain.'6
To reflect their theoretical revision, they devise a new method

for calculating a country’s REER by modifying both the price
and trade-weight components.!” They refer to it as the value-

'2Hummels, Ishii, and Yi 2001, 83-5. Recognizing that changes in the
price of imported oil could change their measure of each country’s level
of vertical specialization, the authors found it necessary to calculate the
vertical specialization share of exports twice for each country and excluded
energy trade in the second calculation.

3Hummels, Ishii, and Yi 2001, 83.

14Breda, Cappariello, and Zizza 2008, Tab. 2.

15Bems and Johnson 2012, 2-3.

Bems and Johnson 2012, 2.

"Bems and Johnson 2012, 18.
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added real effective exchange rate and present it as an alter-
native to the conventional REERs used by the ECB and IMF,
among others.!® The method they use to construct the VA-
REER introduces two changes to the conventional technique:
first, they construct new bilateral trade weights that reflect
value-added trade rather than total trade, and second, they
replace consumer prices with GDP deflator to better reflect
the value-added component of trade competitiveness.”

As a next step, Bems and Johnson (2012) construct an-
nual VAREERs for 42 countries between 1970 and 2009 and
compare these values with each country’s conventional REER
over the same period.?’ They conclude that there are impor-
tant differences between the two measures of competitiveness,
primarily due to the use of GDP deflator in place of consumer
prices, rather than their revised construction of the bilateral
trade weights.?!

One problem with the VAREER as calculated by Bems and
Johnson (2012) is that the data only exist to construct annual
value-added bilateral weights between 1970 and 2009, since
the authors rely heavily on annual input-output tables. The
limited number of observations resulting from this technique
does not provide a sufficient number of observations for reliable
econometric results.??> As a result, Bems and Johnson are not
able to test their hypothesis using regression analysis.

However, given the authors’ findings on the greater signif-
icance of the price-component of their real effective exchange
rate, it is possible to construct a modified VAREER that uses
the conventional trade weights as constructed by Bayoumi,
Lee, and Jayanthi (2006) but adds in GDP deflator as a proxy
for value-added prices.?3 This approach keeps true to the the-
oretical assertions of Bems and Johnson (2012), while suffi-
ciently modifying their measure to rigorously test it against

¥Bems and Johnson 2012, 15.
9Bems and Johnson 2012, 18.
29Bems and Johnson 2012, 17-24
21Bems and Johnson 2012, 24.
22Bems and Johnson 2012, 17.
23Bems and Johnson 2012, 24.
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conventional real effective exchange rates.

Bayoumi, Lee, and Jayanthi (2006) develop the methodol-
ogy that is currently used by the IMF for calculating the real
effective exchange rate.?* However, unlike Bayoumi, Lee, and
Jayanthi (2006), who calculate trade weights based on a three
year period (1999-2001) and apply those weights to their entire
sample, I update the bilateral trade weights yearly to increase
the accuracy of my results.?

III. Methodology
Country Selection

This paper’s analysis of the VAREER is conducted as a com-
parison of data from two countries: Belgium and Germany.
These two countries were identified as a satisfactory pair for
two main reasons. First, they differ significantly in terms of
the share of their exports that is explained by vertical spe-
cialization. Both Hummels, Ishii, and Yi (2001) and Breda,
Cappariello, and Zizza (2008) identify Germany as a nation
with relatively low vertical specialization in trade.?® By con-
trast, Belgium is a prime example of a nation with high vertical
specialization in trade. Breda, Cappariello, and Zizza (2008)
identify it as the nation with by-far the highest level of ver-
tical specialization among the major European countries they
examine.?”

Second, the two countries are sufficiently homogenous, save
for differences in economic size and vertical specialization, thus
making it less likely that any observed differences in the regres-
sion will be driven by omitted variables. Geographic affects are
minimized by the selection, as the two share a common bor-
der. Both countries possess federal governments, are members
of the OECD, European Union, and the Eurozone, and share

**Bems and Johnson 2012, 16.

2>Bayoumi, Lee, and Jayanthi 2006, 272.

26Hummels, Ishii, and Yi 2001, 84; Breda, Cappariello, and Zizza 2008,
6.

2"Breda, Cappariello, and Zizza 2008, Tab. 1-2.
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many of the same major trading partners. In terms of trade,
the two countries are very closely tied to the EU. Between
1997 and 2012, 63 percent of German imports and 71 percent
of Belgian imports came from the EU, while 64 percent of Ger-
man exports and 76 percent of Belgian exports came from the
EU.28

Hypotheses and Tests

I test two broader hypotheses that will help determine whether
the VAREER is a suitable replacement for the conventional
REER for countries with high vertical specialization. The first
hypothesis is that the VAREER performs better than conven-
tional REERs as an explanatory variable of export demand
for countries with high vertical specialization in trade. I study
Belgium and Germany in order to test this hypothesis. Breda,
Cappariello, and Zizza (2008) provide evidence that vertical
specialization constitutes a high level of Belgian exports, and
a low level of German exports.?? This first conceptual hypoth-
esis can be tested more directly using regression analysis by
being broken down into the following four sub-hypotheses:

Hypothesis 1a: The Belgian VAREER will yield
coefficients with a statistically-significant joint dis-
tribution as a regressor for Belgian exports.

Hypothesis 1b: The German VARFEER will fail to
yield coefficients with a statistically-significant joint
distribution as a regressor for German exports.

28 Author’s calculation based on data gathered from the IMF’s Direction
of Trade Statistics.
29Breda, Cappariello, and Zizza 2008, Tab. 1-2.
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Hypothesis 1c: The conventional Belgian REER
will fail to yield coefficients with a statistically-
significant joint distribution as a regressor of Bel-
gian exports.

Hypothesis 1d: The conventional German REER
will yield coefficients with a statistically-significant
coefficient joint distribution as a regressor of Ger-
man exports.

To confirm the theory of Bems and Johnson (2012) that
high levels of vertical specialization in some countries make
the VAREER more suitable than the REER, I should find
that the VAREER is a more significant regressor than the
REER for Belgium, the high vertical specialization country,
and a less significant regressor than the REER for Germany,
the low vertical specialization country. Hypothesis 1a and 1c
test for whether the VAREER is superior to the REER in
Belgium and 1b and 1d test for whether the REER is superior
to the VAREER in Germany. Hypothesis 1c specifically tests
the assertion by Bems and Johnson that the REER will be
unsuitable for countries with high vertical specialization.

While the formulation of these sub-hypotheses may appear
to create prohibitively strong statistical significance require-
ments to reach a definite conclusion, this is due to the nature
of the testing and data. As of yet, there remains no systematic
econometric means of comparing the relative significance of the
joint distributions of different variables across different regres-
sions of this type other than through direct comparison of the
relative size of each of the F-statistics in question or through
assessment of the statistical significance (or lack of statistical
significance) of each individual joint distribution. Comparison
through a simple panel regression pres-
ents a problem because the corresponding joint significance
tests do not give information about which measure may be su-
perior to another, only about whether there is a statistically-
significant difference between the two. The inclusion of a euro
interaction term attached to each REER only further com-

16



plicates comparison via panel regression. Thus, I have con-
structed the sub-hypotheses to be accommodating to the lat-
ter method, since clear differences in statistical significance
can justify strong conclusions about the relative explanatory
power of different coefficients. However, should the individ-
ual joint significance results not meet the stringent conditions
specified above, I will also engage in direct comparison of the
magnitudes of the F-statistics of each of the REER measures
to see if they properly correspond to the results that the theory
would predict.

Since the variables included in trade estimation equations
traditionally tend to be co-integrated, Hypotheses la-d will
be tested using an error correction model (ECM) based on the
work of Engle and Granger (1987) to estimate the long-run
and short-run effects of the conventional REER and VAREER
on exports. The use of an error correction model here draws
on the procedure of a wide range of papers dealing with trade
estimation through ECMs, including Chowdhury (1993). Em-
ploying this method also reflects the frequently observed co-
movements of trade time series, and is superior to a simple
AR Distributed Lag (ARDL) regression since the ECM exam-
ines both long-run and short-run effects of the regressors on
the dependent variable. In this case, the Engle-Granger test
for co-integration is also preferable to the Johansen procedure
because of the primary interest of this paper in the trade equa-
tion and the one-directional relationship between REERs and
trade.

Since Bems and Johnson (2012) draw specific attention to
the suitability of REERs for assessing export competitiveness,
I analyze exports rather than imports.?® For initial reference,
I define the export demand function for each country to be as
follows, drawing from Khan (1974):3!

log Xt = ap + a1 log(REER;) 4+ aglog(Wy) + vy (1)

3°Bems and Johnson 2012, 2.
31Khan 1974, 682.
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Here, for country i and time t, X represents export de-
mand, W represents OECD real GDP, REER represents the
real effective exchange rate, and v the error term. As a method
of testing the hypotheses above, I replace Khan’s relative ex-
port prices with the REER. This should not be problematic
for either the conventional or value-added REER, as both con-
sumer prices and GDP deflator take export prices into account.
From this simple export demand equation, I then conduct the
two-step Engle-Granger test for co-integration and construct
an ECM to estimate the long-run and short-run effects of the
REER on exports.

As Engle and Granger (1987) explain, multiple non-stationary
series that are first-order integrated may become integrated of
order zero if a stationary equilibrium relative to each other is
formed when a linear combination of them is taken.?? Such a
relationship can then be reliably estimated using an ECM.33

Co-integration is dependent on the co-movements of the
variables in question. The Engle-Granger method involves first
estimating a long-run equilibrium equation of the variables of
interest and then testing the residuals for stationarity using
the Augmented Dickey-Fuller test.?? If the residuals are found
to be stationary, then we can be confident that the variables
are co-integrated, and can estimate an ECM to analyze the
relative significance of the REERs being tested.?>

My first step is to confirm the order of integration of the
variables to be tested. To do so I run an Augmented Dickey-
Fuller test on the levels and first differences of the dependent
variable and the regressors to confirm that the levels are in-
tegrated of order one and the first differences are stationary.
The test is based on the following model:36

32Engle and Granger 1987, 253.
33Engle and Granger 1987, 254.
34Engle and Granger 1987, 264-267.
3%Engle and Granger 1987, 275.
363tock and Watson 2011, 553.

18



q
AY; =bo+b1Yi1 + ) gAY, (2)
p=1

Here, A denotes the first difference operator. Yj; represents
any time series variable. ¢ is the optimal number of lags of the
first differences, which I determine using Schwartz-Bayesian
information criterion.®” The null hypothesis of the ADF is
Hy : by = 0, which is tested against the alternative that H, :
b1 < 0.38 If the Dickey-Fuller test statistic testing b; exceeds
the critical value, then we can reject the null hypothesis that
the series is non-stationary.?’

Next, I use the Khan (1974) export demand function to
construct four long-run equilibrium relationships, one regressed
over the conventional REER and one regressed over the VA-
REER for both Belgium and Germany. Each relationship also
includes an interaction with a dummy variable for the Euro-
zone period denoted by deyro, Which takes on 6 = 0 before
1999Q1 and § = 1 after, since a large break in the exchange
rate data occurs when Belgium and Germany adopt the euro.
For country ¢ and time ¢, the long-run relationships are written

as follows:40

log Xi1 = ap + a1 log((VA)REER;)+
azlog((VA)REER;;)0curo + a3 log(Wy) + v (3)

If the variables in the long-run relationship are co-integrated,
the residuals should be stationary.*! To test this, the second
part of the Engle-Granger test regresses each residual over its
lagged value:*?

Ay = by + b10i—1 + uy (4)

37Stock and Watson 2011, 553.
38Stock and Watson 2011, 553.
39Stock and Watson 2011, 552.
40Chowdhury 1993, 701.
41Engle and Granger 1987, 275.
“2Schaffer 2010.
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Here, ©;_1 represents the lagged residual. As with the
Dickey-Fuller test for stationarity, the null hypothesis of non-
stationarity, Hy : by = 0, is rejected when the test statistic
of by exceeds the critical value.*3 Rejection of the null hy-
pothesis implies co-integration of the variables in the long-run
relationship.*4

The Engle-Granger ECM allows for an examination of the
long-run and short-run effects of the REER on exports by re-
gressing the dependent variable over the lagged residual (rep-
resenting the long-run relationship), and the lagged first differ-
ences of OECD real GDP and the appropriate REER.%® Thus
the ECM takes the form below:46

Alog X;; =
ao + C'flA log(Xi,t—l) + CLQA log(Wt—l)éeuro

+ azAlog((VA)REER; 1)

+ asAlog((VA)REER; t—1)0curo + € (D)

I test for Granger-causality on the coefficients of the value-
added and conventional REERs in the short-run, and on the
coefficient on the lagged residual of each regression, represent-
ing the long-run relationship. To be in line with the theory of
Bems and Johnson (2012), I expect the Belgian VAREER and
the German conventional REER to be “Granger causal,” and
the Belgian conventional REER, and German VAREER to be
“Granger non-causal.”4”

One shortcoming of the Engle-Granger ECM is that it fails
to set optimal lags for the short-run lagged differences of the

438tock and Watson 2011, 552.
“Engle and Granger 1987, 265.
“*Engle and Granger 1987, 252.
46Chowdhury 1993, 703; Engle and Granger 1987, 262.
4TStock and Watson 2011, 538.
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regressors. Thus, to get a more accurate picture of the short-
run I construct four autoregressive distributed lag (ARDL)
models using the stationary first differences of the log vari-
ables. Using the setup outlined by Stock and Watson (2011),
I construct the ARDL models as follows:*®

n n
Alog Xt =ag + Z apAlog(Xitg) + Z an oA log(Wi_g)
=1 =1

+ ) agniwAlog(VA)REER; ;)

w=1
+ Z a3n+aA log((VA)REERi,tfa)éeuro + v
a=1
(6)

Here n denotes the optimal number of lags for each vari-
able, with 0, ¢, w, and « representing the number of periods
lagged in each instance. Using F-statistics on the coefficients of
the value-added and conventional REERs, I test for Granger-
causality on the predictive value of the total lags of the REERs
and interaction terms.*?

The key addition of the ARDL, the optimal number of lags,
n, is selected using the Schwartz-Bayesian information crite-
rion (SBIC). I regress the dependent variable several times
over an increasing number of lags for each independent vari-
able. The optimal number of lags is chosen from the regression
that minimizes the following:®°

SSR(0) In(T)
—) 0 (7)
0 is the number of lags in the regression, while T is the
total number of observations in the sample. T remains fixed
over the various regressions in order for the lag selection to be

SBIC(6) = In|

**Stock and Watson 2011, 535.
498tock and Watson 2011, 538.
59Stock and Watson 2011, 545.
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accurate. I have chosen the SBIC over the Aikake information
criterion (AIC) because the SBIC is more accurate in large
samples, as the AIC tends to overestimate n on average.’!

In order to thoroughly test the second conceptual hypoth-
esis, which states that REERs constructed using value-added
prices will explain fluctuations in exports better for countries
with high vertical specialization they do for countries with
low vertical specialization in trade, I plan to directly compare
the joint significance of the VAREERs for Germany and Bel-
gium using an autoregressive panel regression of exports over
lags of world income and lags of the VAREER. The two sub-
hypotheses associated with this panel regression test the joint
significance of the VAREERSs as predicted from the theory in
Bems and Johnson (2012). They are:

Hypothesis 2a: The VAREER will yield coeffi-
cients with a statistically significant joint distribu-
tion when regressed over Belgian exports.

Hypothesis 2b: The VAREER will fail to yield
coefficients with a statistically significant joint dis-
tribution when regressed over German exports.

This method offers a more systematic approach to con-
trol for any confounding factors or differences between the two
countries not uncovered in the regressions addressing the first
conceptual hypothesis. For country ¢ and time ¢, the panel
regression is constructed using the following setup:°2

51Stock and Watson 2011, 544.
528tock and Watson 2011, 356.
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n n
Alog Xit =70 + > 1A 10g(Xis—0) + Y YntoAlog(Wiy)
0—1 =1

+> YontwAlog(VAREER;; )

w=1

+ Z azn+aAlog(VAREER; 1 )0BEL

a=1

+ Z YanvAlog(VAREER; 4 )6curo
b=1

+ Z '75n+cA log(VAREERi,tfc)5eur05BEL + 2z + e

c=1
(8)

As above, A denotes the first difference operator and n
constitutes the optimal number of lags determined by SBIC.
First differences are used to satisfy the same stationarity argu-
ments that are relevant with the ARDL model. For the panel
regression, I use the same lags as the individual ARDL regres-
sions for ease of comparison. The crucial interaction term for
the panel is dppr, which is equal to 1 when the data regressed
belongs to Belgium, and is 0 otherwise. §eyr0, representing use
of the euro as the national currency, is once again included
as an interaction term with the VAREER of each country.
Though Germany and Belgium share many important similar-
ities, I also add a fixed effects term, z;, as a precaution against
further time-invariant differences between the two countries.

IV. Data

German and Belgian quarterly export data were drawn from
the IMF’s Direction of Trade Statistics (DOTS). As a proxy
for quarterly world income, I use the aggregate real GDP of
the select OECD members for which quarterly real GDP data
are available over the entire period: Belgium, France, Fin-
land, Germany, Norway, South Korea, Spain, Switzerland, the
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United Kingdom, and the United States.?® The real GDP
data for these countries were pulled from Global Insight’s Key
Indicators.

For this paper, I manually constructed value-added and
conventional REERs for both Belgium and Germany to ensure
direct comparability. The REERs for Belgium and Germany
are calculated using bilateral trade weights, nominal exchange
rates, and relative price data for Belgium, Germany and their
respective top trade partners. I define a “top trade partner”
as any nation that accounted for at least 1 percent of the
country’s total imports or exports between 1980 and 2012.

For each trade partner and home country, quarterly nom-
inal exchange rate data were pulled from the IMF’s Inter-
national Financial Statistics (IFS) database. Beginning in
1999Q1 the exchange rates of Austria, Belgium, France, Ger-
many, Italy, the Netherlands, and Spain switched to the euro
exchange rate.

Consumer price data came from the IMF’s International
Financial Statistics. However, due to fragmentation in the
IFS German consumer price data, German consumer prices
were collected from the OECD’s Main Economic Indicators
database. GDP deflator data for the countries above was
drawn from the IMF’s International Financial Statistics database
using Global Insight.

I constructed the Bayoumi bilateral trade weights using
commodities and manufactures trade data from the UN COM-
TRADE database. The trade weights were calculated annu-
ally for each bilateral trade relationship using the following
formula:%4

Wij = GMW(M) + a0W(C) (9)

Here, i denotes the home country (either Belgium or Ger-
many) and j denotes the trade partner. ap; and ac denote
the overall shares of manufactures and commodities in global

53Global Insight. 1980-2012. “GDP, Real, US Dollars.” Key Indicators.
54Bayoumi, Lee, and Jayanthi 2006, 279-280.
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trade respectively, and W(M) and W(C) represent the partner-
specific weights for manufactures and commodities trade with
the home country.

The value-added and conventional REERs for Belgium and
Germany were then constructed using the following method:®?

P E;
PiEj

(VA)REER; = [ [(
J#i

The REER index (or VAREER index) is the geometric sum
of the individual bilateral exchange rates weighted by bilateral
trade exposure as defined in equation (9). For each home
country 7 and trade partner j, P, and P; denote price level
(using GDP deflator for VAREERs and CPI for REERs). E;
and E; denote the bilateral nominal exchange rates with the
United States, and W;; denotes the bilateral trade weight for
pair (i, 7).

The VAREER analyzed in this paper differs from that of
Bems and Johnson in two ways. First, as previously men-
tioned, I use a quarterly VAREER index rather than the an-
nual index constructed by Bems and Johnson. This is done to
make the VAREER more conducive to econometric analysis;
while Bems and Johnson would have been limited to 39 ob-
servations in a regression using annual VAREERs, this paper
is able to analyze 130 observations each for Belgium and Ger-
many. Second, I elect not to use the Bems and Johnson (2012)
value-added trade weights in constructing the VAREER. This
is done to simplify the construction of the VAREER and is
justified by the conclusion of Bems and Johnson that value-
added trade weights do not account for the difference between
the VAREER and REER.%%

) (10)

V. Results

Because export, GDP, and exchange rate data are traditionally
non-stationary series, I test the stationarity of the levels and

55Bayoumi, Lee, and Jayanthi 2006, 286.
56Bems and Johnson 2012, 24.
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first differences of each variable. Table 1 reports the results of
the ADF tests.

Table 1. Augmented Dickey Fuller Test Results

TIMESERIES LEVEL FIRST DIFFERENCES
Log Bel Exports -0.705 -4.509%%*
Log Ger Exports -0.726 -5.081%**
Log OECD GDP -1.692 -3.857HH*
Log Bel REER -2.579 -5.739%%*
Log Bel REER*Euro -1.835 -8.051%**
Log Bel VAREER -2.337 -6.128%**
Log Bel VAREER*Euro -2.803** -8.048***
Log Ger REER -1.299 -5.807***
Log Ger REER*Euro 0.901 -7.998***
Log Ger VAREER -1.393 -6.227***
Log Ger VAREER*Euro -1.717 -8.034***

ADF test conducted on levels and first differences with intercept.
Test statistics for a null hypothesis of non-stationarity are reported.
***p<0.01, **p<0.05, *p<0.1

All of the variables tested except for the log of the Belgian
VAREER-euro interaction term are identified as I(1) time se-
ries. This makes it possible to use the Engle-Granger two-
step procedure to check for co-integration and construct an
error-correction model that includes estimates for the long-
and short-run relationships.

Table 2 shows the results of the Engle-Granger test for co-
integration.’” The null hypothesis of residual non-stationarity
is rejected when the test statistic exceeds the critical value. If
the residuals are found to be stationary, then exports, OECD
real GDP, and the relevant REER are co-integrated.

7Schaffer 2010; Critical values reported by “egranger” come from
MacKinnon (1990, 2010).

26



Table 2. Engle-Granger Test for Co-Integration

Tost 1% 5% 10%
Z(t) St :.b‘t. Critical Critical Critical

atistie Value Value Value
Bel REER residual = -4.899%%* -4.784 -4.182 -3.875
Bel. VAREER -4.899%** -4.784 -4.182 -3.875
residual
Ger REER residual  -5.730%*** -4.784 -4.182 -3.875
Ger VAREER -3.781 -4.784 -4.182 -3.875
residual

Regression type from which the residual is derived is specified.
Critical values come from MacKinnon (1990, 2010).
***p<0.01, **p<0.05, *p<0.1

These results reject the null hypothesis of no co-integration
for the variables in both Belgian long-term export regressions
and for the variables in the German VAREER regression. 1
fail to reject the null hypothesis of no co-integration for the
German regression over the conventional REER; however, the
test statistic falls less than 0.01 short of surpassing the 10 per-
cent critical value. The presence of significant co-integration
between the dependent and independent variables certainly
justifies the inclusion of an error-correction model.

The first difference of each country’s exports is regressed
over the lagged first differences of exports, OECD real GDP,
the VAREER or REER, and the error-correction term (i.e.,
lagged residual). Regressing the ECM yields the results listed
in Table 3.
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Table 3. Error-Correction Models
(1) (2) (3) 4)

Belgian Belgian German German
VARIABLES Exports Exports Exports Exports
Residual (-1) -0.261%%F  .0.363%F*F  -0.255%**  -0.230***
(0.0591)  (0.0636)  (0.0573)  (0.0572)
Log OECD GDP -0.610 -1.108 -0.868 -0.705
(1.078)  (1.024)  (0.894)  (0.903)
Log REER 3.733 1.454
(8.747) (1.404)
Log REER*Euro -277.4 59.27
(330.3) (49.48)
Log VAREER -5.285 0.0898
(7.527) (0.890)
Log VAREER*Euro 78.98 -0.0814
(130.2) (18.96)
Constant 0.0179* 0.0202**  0.0216%*  0.0188**
(0.0102)  (0.00958) (0.00841) (0.00860)
Observations 130 130 130 130
R-squared 0.137 0.229 0.141 0.118

Engle-Granger ECM of first differences.
Robust standard errors in parentheses.
***p<0.01, **p<0.05, *p<0.1

At first glance, a few interesting characteristics of the re-
gressions stand out. The first is that all of the error-correction
terms achieve statistical significance, while none of the short-
run variables do so. The second is that the relative magnitude
of the R-squared values exactly matches what would be pre-
dicted by the theory. The R-squared value of the Belgian ex-
port regression on the VAREER, 0.229, exceeds the R-squared
value of the regression on the conventional REER, 0.137. Con-
versely, and as predicted, the R-squared value of the German
export regression on the VAREER, 0.118, is exceeded by the
R-squared value of the regression on the conventional REER,
0.141. This seems to favor the acceptance of the first concep-
tual hypothesis in the long-run. In terms of the second con-
ceptual hypothesis, we also see that the R-squared value of the
Belgian regression on the VAREER considerably exceeds the
R-squared value of the German regression on the VAREER.
Though these are separate regressions with different country
data, these initial findings seem to support the second concep-
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tual hypothesis that the VAREER will explain export demand
variation better for Belgium, a country with high vertical spe-
cialization, than for Germany, a country with comparatively
low vertical specialization.

To further analyze the ECM results, I conduct joint sig-
nificance tests on the short-run value-added and conventional
REER measures for each country, as well as on the error-
correction terms representing the significance of the long-run
relationships, and compare the results to test the first hypoth-
esis. The results are found below in Table 4.

Table 4. ECM Joint Significance Comparison

VARIABLES Belgium Germany
Log REER-Log REER*Euro 0.37 0.72
Log VAREER-Bel VAREER*Euro 0.29 0.01
REER Residual (-1) 19.47%%% 19, 72¥*x
VAREER Residual (-1) 32.55%** 16.11%+%*

F(q, 125) statistics are reported as a test of joint significance.
g=number of variables tested
#4%p 20,01, ¥*¥p<0.05, *p<0.1

The joint significance results from the ECM further corrob-
orate the accuracy of the theoretical predictions with regards
to the long-run relationship. While the long-run formulations
of Hypotheses la-1d are all rejected under these conditions
(whereas it was predicted that Hypothesis 1b and Hypothesis
1c would fail to be rejected) this failure can primarily be at-
tributed to the stringent conditions that had to be imposed by
necessity (since F-statistics have no standard error and as such
no formal test for direct comparison of F-statistics between re-
gressions of this type exists). However, an examination of the
relative size of the F-statistics of the error-correction term for
each regression yields observations consistent with the theoret-
ical predictions of both conceptual hypotheses. The F-statistic
of the Belgian VAREER exceeds the F-statistics for both the
German VAREER and the Belgian conventional REER con-
siderably. Furthermore, the F-statistics of the German conven-
tional REER exceeds the F-statistic of the German VAREER.

These results appear to strongly suggest that, at least in
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the long-run, the VAREER explains changes in export de-
mand better than the conventional REER for countries with
high vertical specialization. However, the short-run variables
in the regressions are clearly not significant, and the p-values
that correspond to several of their joint distributions approach
1. Part of the lack of significance may be due to the fact that
the Engle-Granger ECM does not allow for optimal lag selec-
tion, and thus is less accurate an estimator of short-run effects
than other models. As a solution, I estimate an ARDL model
with optimal lags selected using the Schwartz-Bayesian infor-
mation criterion. I also estimate a short-run fixed effects panel
regression model to test H2a and H2b, since it is difficult to
make confident statements about the second conceptual hy-
pothesis through the ECM, as one must also account for any
time-invariant cross-country differences that may be having
an additional effect on the relative explanatory power of the
German and Belgian regressions.

Given the non-stationarity of the levels of the log variables
of interest, I estimate the ARDL using the stationary first dif-
ferences of Belgian and German exports, OECD real GDP for
select countries, and either the value-added or conventional
REER for each respective country, where appropriate. To de-
termine the optimal number of lags for each variable in the
ARDL model, I apply the Schwartz-Bayesian information cri-
terion for each of the first-differenced log variables, regressing
exports on lags of itself and each of the independent variables.
I choose to conduct the process for Belgium alone for ease of di-
rect comparison of the models. This is justified since the Ger-
man time series have similar characteristics. Table 5 reports
the results of the Schwartz Bayesian Criterion lag selection.
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Table 5. Schwartz-Bayesian Information Criterion

Lags
VARIABLES 1 2 3 4 5 6
Belgian Exports -248.1 244.6  -257.6  -292.3 -293.0* -285.5
OECD GDP -240.8 -251.0 -258.7*%  -256.6 -250.7 -245.7
Belgian REER -240.8%  -236.1 -229.1 -224.0 -216.5 -210.8

Belgian VAREER  -240.9* -236.2 -229.7 -224.5 -217.0 -211.7

SBIC performed on first differences..
*denotes lowest SBIC statistic

In line with the results in Table 5, I regress an ARDL(5,3,1,1)
for each of the four REER measures and compare the F-
statistics as prescribed by the hypothesis tests in Section 3.2.
Table 6 shows the results of the ARDL regressions.
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Table 6. ARDL Regressions
(1) (2) 3) (4)

Belgian Belgian German German
VARIABLES Exports Exports Exports Exports
Exports (-1) -0.0560 -0.0530 -0.0367 -0.0378
(0.0878)  (0.0880)  (0.0977)  (0.0985)
Exports (-2) -0.153** -0.162** -0.0546 -0.0529
(0.0737)  (0.0740)  (0.0919)  (0.0936)
Exports (-3) -0.311%%F  -0.303*** -0.153 -0.154
(0.0820)  (0.0816)  (0.108)  (0.108)
Exports (-4) 0.389%** 0.389%** 0.303%** 0.301%**
(0.0766)  (0.0770)  (0.0733)  (0.0742)
Exports (-5) -0.170* -0.173* -0.181* -0.180*
(0.0890)  (0.0897)  (0.107)  (0.107)
OECD GDP (-1) 2.719%* 2.685%* 2.321%* 2.304%*
(1.052)  (1.059)  (1.057)  (1.047)
OECD GDP (-2) 2.215%%F  2.267*** 2.201%* 2.198**
(0.819) (0.818) (0.969) (0.969)
OECD GDP (-3) -1.748 -1.754 -2.448%* -2.429%*
(1.189) (1.193) (1.161) (1.162)
REER (-1) -30.23% 1.478
(17.74) (3.109)
REER*Euro (-1) 38.42%* -2.005
(17.82) (3.121)
VAREER (-1) -25.08 1.093
(16.28) (3.203)
VAREER*Euro (-1) 32.19* -1.617
(16.25) (3.236)
Constant 0.00333 0.00322 0.00590 0.00582
(0.0107) (0.0107) (0.0114) (0.0114)
Observations 126 126 126 126
R-squared 0.530 0.530 0.369 0.368

OLS regression of lags of first differences.
Robust standard errors in parentheses.
***¥p<0.01, ¥*p<0.05, *p<0.1

A few characteristics of the regressions are noticeable at
first glance from the output. Namely, we see that the R-
squared values of the Belgian regressions are essentially the
same, at .530, truncated at the thousandths place. Likewise,
the R-squared values for the German regressions differ only by
.001. However, the R-squared values are substantially lower
than those of the Belgian regressions. This indicates that there
may be a time-invariant difference between the two countries
for which the ARDL model does not control. Thus, the addi-
tion of a panel regression analysis will be beneficial.
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Using the regression output in Table 6, I compare the joint
significance of the variables to test Hypotheses 1a-d. The re-
sults of the F-tests are found in Table 7.

Table 7. ARDL Joint Significance Comparison

VARIABLES Belgium Germany
REER (-1) 2.90% 0.23
REER (-1)*Euro 4.65%* 0.41
REER (-1), REER (-1)*Euro 24.10%* 6.08%+*
VAREER (-1) 2.37 0.12
VAREER (-1)*Euro 3.92% 0.25
VAREER (-1), VAREER (-1)*Euro 24.79%** 5.51¥**

F(q, 116) statistics are reported as a test of joint significance.
g=number of variables tested
%D 0,01, #*p<0.05, *p<0.1

It is immediately clear that the joint significance tests re-
ject all four of the short-run sub-hypotheses, as opposed to
rejecting only Hla and H1d, as the theory suggested. Thus,
the ARDL analysis is not in a position to completely endorse
the suitability of the VAREER as a replacement for the con-
ventional REER for countries with high vertical specialization,
though much of the reason why, again, is due to the lack of
systematic means of comparing different F-statistics across re-
gressions. However, as was also true with the ECM, the mag-
nitude of the F-statistics are, in every case, consistent with
the expectations of the theory. In the Belgian regression, the
joint significance of the VAREER, with an F-statistic of 24.79,
is greater than the joint significance of the REER, at 24.10.
Likewise, in the German regression, the joint significance of
the VAREER is less than the REER, at 5.51 and 6.08 signif-
icance respectively. One should note that these differences in
magnitude are much smaller than the corresponding long-run
differences, which were pronounced. Nevertheless, the relative
sizes of the F-statistics do support the theory.

The size of the spread between the Belgian and German
R-squared values and F-statistics, in addition to the need to
test Hypotheses 2a-b, further necessitates the estimation of
the fixed effects panel regression. Using the same lags as the
ARDL model, T regress exports over OECD real GDP and
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the VAREER rates in a panel regression. An interaction term
is included to distinguish between the Belgian and German
VAREERs. Running the panel regression with fixed effects
results in the output summarized in Table 8.

Table 8. Fixed Effects Panel Regression
(1)

VARIABLES Exports
Exports (-1) -0.0312
(0.0637)
Exports (-2) -0.114%*
(0.0571)
Exports (-3) -0.237%**
(0.0555)
Exports (-4) 0.353%%*
(0.0549)
Exports (-5) -0.180%**
(0.0600)
OECD GDP (-1) 2.315%**
(0.689)
OECD GDP (-2) 2.206%**
(0.667)
OECD GDP (-3) -2.056%**
(0.705)
Ger VAREER (-1) -0.486
(0.694)
Ger VAREER (-1)*Euro 145.0
(101.3)
Bel VAREER (-1) -24.20
(18.45)
Bel VAREER (-1)*Euro 26.73
(19.57)
Constant 0.00456
(0.00687)
Observations 252
R-squared 0.459

Robust standard errors in parentheses.
***p<0.01, ¥*p<0.05, *p<0.1

To address the validity of the null hypotheses, I calculate
the joint significance of the German and Belgian VAREERs.

34



The F-statistics for their joint distributions are summarized in
Table 9.

Table 9. Panel Regression Joint Significance

VARIABLES Belgium Germany
VAREER (-1) L72 0.49
VAREER (-1)*Euro 1.87 2.05
VAREER (-1), VAREER (-1)*Euro 0.93 1.28

F(q, 238) statistics are reported as a test of joint significance.
g=number of variables tested
##%p<0.01, ¥*p<0.05, *p<0.1

The panel regression yields F-statistics that contradict the
joint significance results of the ARDL model. Not only are
none of the VAREERs statistically significant, where it would
be expected that at least the Belgian VAREER be, but the
test statistic of the German VAREER, 1.28, exceeds that of
the Belgian VAREER, at 0.93. The contradiction between
the results of the panel regression and the theory-supporting
results of the ARDL is certainly intriguing, especially since
one might be inclined to believe that a fixed effects regres-
sion would improve the accuracy of the results. At the very
least, since this panel regression is a short-run model, the re-
sults support the initial finding of statistical insignificance of
the short-run relationship in the ECM. Thus, the panel re-
sults should cast doubt on the relative and absolute sizes of
the joint significance test statistics in the ARDL model. But,
importantly, the results do not directly contradict the findings
of a significant long-run relationship in the ECM and actu-
ally corroborate the weakness of the short-run variables in the
ECM.

VI. Conclusion

The rise in vertical specialization as a phenomenon in world
trade indicates that REERs constructed to reflect value-added
trade and value-added prices might be more suitable for ex-
plaining changes in a country’s export volume if its export
structure is characterized by high levels of vertical specializa-
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tion. Bems and Johnson (2012) construct such an exchange
rate, and observe substantial differences between VAREERSs
and conventional REERs, determined primarily by the replace-
ment of consumer prices with GDP deflator as a proxy for
value-added prices, and not by the modification of bilateral
trade weights to reflect value added trade.?®

This paper tests the suitability of the replacement of con-
sumer prices with GDP deflator by constructing conventional
and value-added REERs for two countries with different levels
of vertical specialization: Germany and Belgium. I estimate
an error-correction model, as prescribed by Engle and Granger
(1987), to compare the relative explanatory strength of the
value-added and conventional real effective rates for Germany
and Belgium. The results of the ECM indicate that, in the
long-run, the VAREER surpasses the ability of the conven-
tional REER to explain export demand for Belgium, while the
opposite is true for Germany, as expected.

The ECM also shows, however, that the value-added and
conventional REERs have negligible short-run explanatory power.
It was suggested that part of this may be due to the inability
of the ECM to take into account optimal lags for each variable.
To investigate this possibility, I regress an ARDL model using
first-differences to estimate Belgian and German exports with
lagged exports, lags of OECD real GDP, and lags of the two
different REERs. The results of the ARDL regressions indi-
cate that the value-added and conventional REERs are signif-
icant for both countries in the short-run, and the relative size
of the F-statistics of the different rates correspond with the
predictions of the theory; specifically, the joint significance of
the VAREER is slightly greater than that of the conventional
REER for Belgium, while the VAREER significance is slightly
lower than that of the conventional REER for Germany.

The ARDL results, though, also suggest that there may be
differences between the two countries not properly controlled
for in the initial regressions. As a further robustness check, 1
estimate a fixed effects panel regression of the VAREER re-

58Bems and Johnson 2012, 24.
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gressed over exports with the country as the panel variable.
The results of the panel regression cloud the picture provided
by the ECM and ARDL model. The panel joint significance
tests suggest that the VAREER might not be able to claim sta-
tistical significance as a predictor of exports for either country
in the short-run. Furthermore, the relative magnitude of the
F-statistics in the panel slightly contradicts the relationship
predicted by the theory as well as the findings of the ARDL
model, since the joint significance of the German VAREER
exceeds that of the Belgian VAREER  in the panel. The panel
results, however, are consistent with the findings of the ECM,
which also indicated negligible short-run effects in the export
equations for both countries.

To address the failure to find conclusive results in the short-
run, there are typically three reasons why the quantitative pre-
dictions of a theory are not visible in the data: (i) the effect is
too small, (ii) the theory is wrong, or (iii) the methodology is
imperfect /not very powerful. Since the long-run results in the
ECM strongly corroborate the theory put forward by Bems
and Johnson (2012), it seems unlikely they have made a theo-
retical error. However, there may be merit in explanations (i)
and (iii).

With regards to the first explanation, one potential issue
that may explain the failure of the panel and short-run ECM
estimates to distinguish between the German and Belgian rates
in a manner consistent with the theory is that the level of ver-
tical specialization in each country likely varied at different
rates during the period studied. This would certainly have a
substantial effect on the findings of the short-run models. Fur-
thermore, the scarcity of more recent data on vertical special-
ization makes it difficult to completely ascertain the relative
size differences in the level of vertical specialization between
Belgium and Germany over the entire period.

With regards to the third explanation for the failure to find
conclusive short-run results, the lack of an error-correction
model that uses optimal lags in the short-run may account
for the statistical insignificance of the first differences of the
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REERs. To fix this, future work with an ARDL error-correction
model, which contains short-run variables consistent with the
long-run relationship and chooses optimal lags for the short-
run, may give a more accurate picture of the short-run effect
of REERs on export demand.

In sum, the results of the Engle-Granger ECM are promis-
ing for the long-run validity of the claims of Bems and John-
son (2012). However, since the panel regression seems to call
into question the short-run results of the ARDL model, the
VAREER may have negligible utility as a policy tool for as-
sessing competitiveness, since the short-run relationship holds
greater weight in policy deliberations. Further research that
looks into the long- and short-run suitability of the VAREER
in other contexts would be valuable in helping to clarify these
issues. Specifically, expansion of the work done in this paper
using ARDL and panel error-correction models that account
for optimal lags in the short-run could provide a more accurate
picture of the value-added rate’s suitability over both periods.
Furthermore, as more data on vertical specialization become
available, extending these techniques to a broader range of
countries to get a more comprehensive view of the differences
between the value-added and conventional REERs would rep-
resent another important contribution. Additional research
that more directly tests for a connection between the suit-
ability of the VAREER and rising vertical specialization by
incorporating continuous measures of vertical specialization in
place of using countries with different levels of vertical special-
ization as an indirect test of the relationship would also be of
value.
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China and India in Africa: Implications
of New Private Sector Actors on Bribe
Paying Incidence

Sankalp Gowda
Abstract

This paper seeks to address one of the most common
critiques of Asian firms doing business in Africa: that
low levels of corporate governance and poor manage-
rial practices have undermined anti-corruption efforts
throughout the continent. The paper first details and
analyzes the managerial practices of Indian and Chi-
nese firms to distinguish what factors might make these
firms more likely to pay bribes. Next, it uses data from
the 2006-2014 World Bank Enterprise Surveys to em-
pirically test the claim that the presence of Indian and
Chinese firms has increased bribe-paying incidence in
African countries.??I find the result that firms operat-
ing in countries with large Indian and Chinese involve-
ment are significantly less likely to engage in bribe pay-
ing. This is promising evidence against the “race to the
bottom” scenario that many Western firms and govern-
ments have complained of in response to the growing
Asian presence in Africa.

I. Introduction

Over the course of the past decade, African nations have in-
creasingly adopted a new view toward development that fo-
cuses on bolstering private sector growth through investment
and trade. Driven by mounting criticism of the effectiveness
of foreign aid dollars and cynicism toward the sustainability of
development priorities set by Western nations, this move has
coincided with the rise of India and China as global economic
powers. Indian and Chinese firms have stepped in to fill the
investment gap left in emerging economies by more cautious
Western investors, and have heavily prioritized building South-
South relationships over the past several years. The economic
significance of this trend is remarkable. The global south was

41



responsible for 34% of all foreign direct investment to the de-
veloping world in 2010 and China’s outward FDI to the south
alone totals over $1 trillion (Puri, 2010; World Bank, 2011,
23). Additionally, South-South exports grew to $4 trillion in
2011 and increased from 13% of world exports in 2001 to 25%
in 2011 (UNCTAD, 2013, 1). Although not all of these flows
have been directed at African nations, they have undoubtedly
played a significant role in contributing to the continent’s 4%
growth rate in 2013, helping Africa top the global average of
3% (African Economic Outlook, 2014).

Understandably, this growth rate and these trends do not
extend to all African nations, and Indian and Chinese involve-
ment has been limited to a number of key countries. Primary
among these are the oil and mineral rich Nigeria, Sudan, and
Zambia that are critical to meeting Indian and Chinese de-
mand for resources, but others include Botswana, Ethiopia,
Kenya, Madagascar, Mauritius, Mozambique, Senegal, South
Africa, and Uganda where investment has extended into a
much broader range of sectors (Broadman, 2008). Although
many applaud Indian and Chinese firms for boosting com-
petition, providing access to new global supply chains, and
producing learning effects through technology and knowledge
transfers, their reception in these countries has been mixed.
Common critiques of foreign firms from Asia include the un-
dercutting of local wages/exclusion of the local labor market,
quality concerns over working conditions and outputs, and the
central focus of this paper: low levels of corporate governance
that could undermine anticorruption efforts. This last view is
well represented by Western donors and businesses. During a
2012 speech in Senegal, former Secretary of State Hillary Clin-
ton took an indirect jab at India and China when she stated,
“The USA stands for democracy and human rights, even when
it’s easier or more profitable to look away in order to secure
resources.” (Deutsche Welle, 2012). Business leaders echo this
sentiment and point to anticorruption legislation such as the
United States’s Foreign Corrupt Practices Act and the lack
of similar legislation in India and China as an inherent dis-
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advantage for Western firms (Wall Street Journal, 2014). The
implication is clear: Indian and Chinese firms have been eclips-
ing Western investors through bribe paying and other corrupt
practices. While India and China have been quick to refute
such claims, they continue to cast a shadow over further invest-
ment efforts. Notably, much of this criticism has been directed
toward Chinese firms while Indian firms have for the most part
escaped relatively unscathed.

This paper seeks to deconstruct the impact of Indian and
Chinese firms as new private sector actors on bribe paying inci-
dence in the African region. Section 1 describes important dif-
ferences in each nation’s approach to investing in Africa. Sec-
tion 2 discusses how these differences might affect the supply-
side of corruption through management practices that toler-
ate or even embrace bribery. Section 3 summarizes literature
regarding institutional drivers of corruption at the firm level
that theoretically affect all firms operating in Africa. Section
4 outlines the data and methodology of my empirical analy-
sis and Section 5 presents preliminary empirical findings from
the World Bank Enterprise Surveys. I conclude with policy
implications and suggestions for areas of further research.

I find that evidence from the Enterprise Surveys supports
the surprising result that firms operating in countries with
large Indian and Chinese involvement are significantly less
likely to engage in bribe paying. However, this result might
be driven more by institutional environment than by firm ac-
tivity. This evidence alone is not enough to exculpate Indian
and Chinese firms specifically from any wrongdoing, but it
is promising evidence against the “race to the bottom” hy-
pothesis that has been raised against foreign firms operating
in Africa. Ultimately, more detailed data will be required to
conclusively gauge the impact of Indian and Chinese firms on
corruption in the African private sector.
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II. The Indian vs. Chinese Approach to FDI in
Africa

Of the two countries, China remains the dominant player in
Africa, with approximately $119.7 billion dollars in FDI out-
flows to the continent between 2007 and 2012 compared to
India’s $27.3 billion (Fortin, 2013, Ernst Young, 2013). Al-
though these numbers still lag far behind those of Western
countries like the United States, United Kingdom, and France,
China has managed to become Africa’s largest trading partner,
surpassing the United States in 2009. The majority of China’s
investments are in resource intensive industries, particularly
oil and natural gas, as it depends heavily on Africa for its
energy needs (approximately one-third of its crude oil comes
from Africa). Its investments in these industries have been
accompanied by large-scale infrastructure projects in roads,
ports, and buildings, adding to its visibility on the continent
(Alessi Hansion, 2012; Khare, 2013). The size of these con-
tracts also means that the majority of these investments are
made at the state-state level through state-owned enterprises
(SOEs) or sponsored by state agencies such as China’s ExIm
Bank (The Economist, 2011). Starting in 2010, this trend
has shifted toward a more diversified set of industries, with
transportation, agriculture, and real estate investments eclips-
ing natural resource investment (Caulderwood, 2014). China’s
centralized approach to investment on the continent has been
backed by high-level visits from President Xi Jinping in 2013 as
well as by former President Hu Jintao throughout the 2000s.
As a result of its growth and heavy involvement in Africa’s
capital-intensive industries, China has garnered more atten-
tion than any other investor in recent years.

India, on the other hand, operates by virtue of a very dif-
ferent model. Although its state-owned energy companies pur-
sue India’s interests in African resource markets in the same
manner as China’s, the majority of its investment in Africa
is led by the private sector (Jacobs, 2013). This is reflected
by the fact that although India’s FDI outflows were only one-
fifth of China’s, India was responsible for 56% more new FDI
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projects than China between 2007 and 2012 (Ernst Young,
2013). These projects represent a far more diversified portfo-
lio of smaller investments than China’s, and India is known
for its presence in a broader range of sectors. These sec-
tors include agriculture, I'T, telecommunications, and health-
care/medicine. Interestingly, these are sectors that avoid di-
rect competition with Chinese investments in Africa, a product
of private financing and a more traditional program of risk as-
sessment spurred by a lack of central state backing. Among
the largest private sector actors in the Indian expansion into
Africa are globally well-known and regarded firms such as the
Tata Group, Godrej, and Bharti Airtel (Indo-African Business
Magazine, 2011).

Indian and Chinese firms are further differentiated by their
level of integration within local African economies (The Econ
omist, 2013b). The Indian presence in East Africa has existed
for more than a century, and the two regions are bound by a
common colonial legacy. Furthermore, the strong, integrated
Indian diaspora serves as a natural base to promote Indian
interests in the region. This translates to a smaller language
and culture barrier than that faced by Chinese firms. Addi-
tionally, a survey of Indian business leaders actively investing
in Africa undertaken at the most recent WEF India Economic
Summit in 2014 reported a hiring target for local employees of
90% and a new push to produce certain types of products in
Africa instead of focusing on selling finished goods (Vanham,
2014). Chinese involvement has meanwhile been seen as the
more foreign of the two and has at times evoked a xenopho-
bic response from local populations. Some countries such as
Malawi, Tanzania, Uganda, and Zambia have responded by re-
stricting the sectors in which Chinese firms can operate. This
suspicion is in part due to protectionism by African businesses,
but it remains one of China’s biggest hurdles in Africa (The
Economist, 2013a). Even more serious incidents such as re-
curring riots over working conditions in Zambian mines also
continue to color popular perception of China as the conti-
nent’s new neocolonial power.
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III. The Supply-Side of Corruption

It is clear that Indian and Chinese firms have vastly differ-
ent approaches to doing business in Africa. Deconstructing
these differences further could provide insight into how their
management practices might affect the supply-side drivers of
corruption. Given that the Western critique of Indian and
Chinese firms is focused here, this is a subject worth exploring
despite a paucity of existing literature.

In mainland China, it is well documented that bribe pay-
ing and other forms of corruption are common business prac-
tice, reflected by China’s rank as 100th out of 175 countries
on Transparency International’s Corruption Perceptions index
(Transparency International, 2014). The business culture is re-
liant upon relationships and “gifts,” even in the private sector.
Cai, et al. (2011) use a conceptual management theory of the
Chinese firm to empirically show that entertainment and travel
costs, a common category in most Chinese firms’ financials, is
often used as a proxy for dollars spent on bribe paying or other
similar activities (Cai, et al., 2011) . Similarly, anecdotal ev-
idence from Chinese firms in Africa supports the theory that
these practices have been exported overseas. Chinese man-
agers have been documented bribing union bosses with fake
“study tours” to China to avoid censure over poor working
conditions (The Economist, 2011). Additionally, there are nu-
merous cases of Chinese SOEs like Nuctech Company - at one
point managed by President Hu Jintao’s son - becoming the
subject of both African and European anti-corruption probes
(Gordon, et al., 2009). While the majority of these cases are
on a smaller scale, a recent incident with Sicomines, a Chi-
nese state-owned mining company, gives a better sense of the
how much money can change hands in one of these transac-
tions. The company recently signed a $6.5 billion deal with
the Democratic Republic of Congo that included a $350 mil-
lion “signing bonus.” According to accountability NGO Global
Watch, $24 million of this bonus made its way to secret bank
accounts in the British Virgin Islands rather than into the
DRC’s treasury (Kushner, 2013).
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India, at 85th on Transparency International’s Corrup-
tion Perceptions Index, is not necessarily a much better con-
tender for clean management practices in its own private sector
(Transparency International, 2014). Aside from a more limited
relationship with the state and a more traditional business per-
spective on risk management that might preclude firms from
entering a corrupt market where costs are higher, there is little
to indicate that Indian firms are less likely to engage in bribe
paying than Chinese firms. Interestingly, however, a 2013
Transparency International study of BRICS firms operating
in emerging markets ranked Indian firms first in transparency
while Chinese firms ranked last. The rankings cited key Indian
laws requiring publication of certain financial information as
the driving force behind the relative transparency of Indian
firms. Additionally, with more publicly listed companies on
the list, Indian firms performed better than other BRICS na-
tions that had more state or private-owned firms. Publicly
listed companies are more accountable to shareholders and
typically have more disclosure requirements. Tata Commu-
nications, the Indian firm that topped the list, also incorpo-
rated several additional measures into its corporate governance
structure that included bribe reporting and whistleblower pro-
tection (Gayathri, 2013).

However, Transparency International’s rankings should not
mask the fact that even Indian firms are far from perfect.
Mining conglomerate Vedanta, which operates globally and
has multiple investments in Africa, was found guilty of ram-
pant corruption in India throughout the 2000s (Rankin, 2013).
These practices may very well be replicated in Africa; as re-
cently as 2011, Vedanta acquired a Liberian iron ore company
that was being investigated by the Liberian anti-corruption
committee. Such deals demonstrate the low emphasis that
some Indian firms like Vedanta place on corruption in their risk
assessment practices (Financial Times, 2011). Even Bharti
Airtel, which ranked fourth on Transparency International’s
list of most transparent firms, is currently facing charges of
corruption in India over suspicious dealings with former Tele-
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com Minister Andimuthu Raja. Since 2013, the chairman of
Bharti Airtel has refused to answer his summons to testify in
the case and has escalated the issue of his appearance to the In-
dian Supreme Court (Rautray, 2014). Although this evidence
is only anecdotal, it is a good indication that management
practices even among large publically traded Indian firms may
mirror those of China’s state-owned enterprises.

From the supply-side perspective, both Indian and Chinese
management practices appear to incorporate bribery and sim-
ilar tactics in spite of numerous domestic anti-corruption laws.
As two countries that rank relatively low on the Corruption
Perception Index, this is not altogether surprising. However, in
terms of how these practices transfer overseas, it is important
to recognize that Indian and Chinese firms may not always
perform worse than Western firms. Returning to the exam-
ple of mining in the Democratic Republic of the Congo, the
2009 COMIDE deal is an example of how questionable cir-
cumstances led to the sale of the DRC’s 25% stake in a copper
mining venture to a European multinational headquartered in
London (Kushner, 2013). DRC officials who signed the deal
failed to disclose the sale to the public, in violation of a con-
ditional development loan from the International Monetary
Fund. Ultimately, the IMF declined to renew its loan as a
direct result of the COMIDE incident and the DRC forfeited
valuable development funds. Western firms might face greater
regulation but this does not always translate to more reliable
accountability.

IV. Firm-level Determinants of Corruption

In addition to the supply-side determinants of corruption, bribery
is also a result of the institutional investment climate in the
countries where firms operate. Fitting within the traditional
definition of corruption as public officials’ abuse of their office
for private gain, the demand side of corruption allows us to
identify firm-level characteristics for which firms are asked to
pay bribes. In the empirical analysis that follows this section,
these firm-level determinants will serve as a baseline to gauge if
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foreign firms are more likely to pay bribes in Africa as a whole,
and to provide a rough estimation of the potential supply-side
impact of Chinese and Indian firms in the countries where they
operate.

There are three primary hypotheses regarding firm-level
determinants of corruption in the existing literature: the Con-
trol Rights hypothesis, the Bargaining Power hypothesis, and
the Grease the Wheels hypothesis. Control Rights is based
most heavily on the definition above, and focuses on public offi-
cials’ opportunity to extract bribes. A firm’s required dealings
with the public sector for services such as water and electric-
ity determine the firms’ dependency on public officials and its
exposure to corruption risk (Svensson, 2003). By this logic, a
firm that is more frequently in contact with the public sector is
at increased risk of needing to pay a bribe. Bargaining Power
refers to a firm’s position to refuse paying the bribe, quantifi-
able by its relative cost of exiting the market. If the cost of
paying the bribe is greater than the firm’s cost of exiting, firms
can more credibly refuse to pay the public officials (Svensson,
2003). This also holds in the opposite sense that stronger per-
forming firms, i.e. those that are more profitable or solvent,
will face more solicitation for bribes from savvy corrupt public
officials. Lastly, Grease the Wheels refers to a mixed sup-
ply/demand explanation for bribe paying where firms bribe
in order to circumvent or speed up procedures in an other-
wise burdensome administrative environment (Alaimo, et al.,
2009). Firms that are in this situation (i.e. our foreign Chi-
nese and Indian firms) will pay bribes to gain an advantage
over competitors or simply to respond to inefficient institu-
tions in the operating country.

Because these institutional determinants of corruption the-
oretically extend to all private sector actors operating within
the same industry and country/region, they serve as a good
baseline lens through which to view corruption. The empirical
evidence on each of these hypotheses is mixed, and varies based
on the level of analysis - country, regional, or global. Several
key examples include Svensson (2003), Alaimo, et al. (2009),
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and Chen, et al (2008). Svensson (2003) tests the Control
Rights and Bargaining Power hypotheses using survey data
from Ugandan firms, and finds that both are powerful predic-
tors of not only which firms pay bribes, but also how much
they must pay. Alaimo, et al. (2009) test all three hypotheses
at the regional level for Latin American firms and find sup-
port for Control Rights and Grease the Wheels, but do not
find evidence in support of Bargaining Power. Chen, et al.
(2008) conduct a cross-country analysis that incorporates the
first two hypotheses (and implicitly the third) as well as several
macro-level determinants of corruption. The authors find that
certain firm characteristics, such as dependence on infrastruc-
ture, likelihood of going to an alternative authority, and num-
ber of competitors, are significant determinants of corruption
that function similarly to the three hypotheses. They also find
that certain macro-level determinants such as British legal ori-
gin and average years of schooling are significantly correlated
with lower levels of firm-level corruption, while population is
a significant and positive determinant of corruption. The fol-
lowing empirical section will draw primarily on the techniques
used by these authors as applied to the World Bank Enterprise
Surveys Standardized dataset from 2006-2014.

V. Conceptual Framework, Data Description, and
Empirical Specification

As discussed in the above studies (see Svensson, 2003 and
Chen, et al., 2011), the factors that affect bribe payout by
firms can be expressed as a function of several different fac-
tors:

Brij = f(Xj,ci, bi, g3, 2i) (1)

where Br;; is the amount of bribes paid out by firm 7 in
country 7, X is a vector of country level attributes representing
culture, legal systems, and institutional capacity; c is a vector
of firm level characteristics representing Control Rights; b is
a vector of firm level characteristics representing Bargaining
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Power; g is a vector of firm level characteristics representing
Grease the Wheels; and z is a vector of other firm character-
istics (unrelated to the three hypotheses) that might also lead
to bribe paying. The first set of vectors is macro-level while
the second set is focused at the firm level.

For the sake of this analysis, I will set aside the level of
bribe payouts and instead look at bribe paying incidence -
whether firms report having paid any bribes to a public official
- as the dependent variable. This can be expressed as:

BDij = f(Xj,¢i,bi, i, 2i) (2)

where BD is a dummy variable equal to one if the firm
reports paying a bribe, and zero otherwise. The dependent
variable comes from several questions in the Enterprise Sur-
veys which ask the respondent whether a “gift or informal
payment” was expected or requested with regard to customs,
taxes, licenses, regulation, public services, etc.

In addition to the dependent dummy variable, the other
firm level variables also come from the Enterprise Surveys.
The World Bank Enterprise Surveys provide a cross-sectional
survey of industrial and service enterprises, with the data used
in this analysis focusing on the Africa region between the years
of 2006 and 2014. Data collection efforts were led by the World
Bank, which has been administering business environment sur-
veys since the mid 1990s. The surveys focus on the manufac-
turing and services sectors and 100% state owned enterprises
are not allowed to participate. Important for the purposes of
this paper, the surveys also do not include data from firms
operating in extractive industries like oil or minerals. The
surveys are administered through face-to-face interviews with
business owners and top managers (World Bank, 2014).

The firm level vectors use variables that I created from re-
sponses to the Enterprise Surveys. The Control Rights vector
is represented by the Government Help dummy variable, which
is equal to one if a firm requested any public services in the
past two years. According to the theory above, requesting gov-
ernment help is expected to have a positive relationship with
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bribe paying. The Bargaining Rights vector is represented
by two dummy variables: Access to Credit and Credit Con-
strained. Access to Credit is used to gauge a firm’s solvency,
and is equal to one when firms have access to a line of credit
or overdraft facility. Credit Constrained is used to gauge how
difficult it would be for a firm to pick up and move to a less
corrupt market, and is equal to one when firms have a) applied
for a loan and been rejected, or b) not applied for a loan for
reasons other than “does not need a loan.” Both of these firm
traits are expected to have a positive relationship with bribe
paying. Grease the Wheels is measured through two dummy
variables: Trust in Courts and Competition. Trust in Courts
measures firms’ belief in the effectiveness of government regu-
lation and bureaucracy, and is equal to one when respondents
said they believed the judicial system worked fairly and im-
partially. Competition measures the business environment in
which firms are operating, and is equal to one if firms reported
reducing prices due to competition against another firm. Trust
in Courts is expected to have a negative relationship with bribe
paying and Competition is expected to have a positive relation-
ship as firms make decisions to gain an advantage over their
competitors. I also created a Foreign dummy variable which
equals one if the firm has any foreign ownership. This last vari-
able will provide some insight to the impact of foreign firms
on corruption in Africa but data limitations prevent us from
separating Indian and Chinese firms from the rest.

Other firm level variables include Registered (=1 if the firm
was officialy registered when it began operations), Government
Owned (=1 if any government ownership), Medium (=1 if the
firm has 20-99 employees), Large (=1 if the firm has greater
than 100 employees), Young (=1 if the firm has operated for
less than 20 years), Old (=1 if the firm has operated for more
than 50 years), Sales (the log of last year’s sales), and Trade
(=1 if the firm imported or exported any goods).

Chen, et al. (2008) includes several macro-level variables,
but I decided to focus on the two in particular that I felt were
of the most importance to this paper. The first is a British
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Legal Origin dummy variable, which I adapted from a list of
countries with British legal origins found in Klerman, et al
(2012). For the African continent, this includes Ghana, Tanza-
nia, Malawi, Uganda, Gambia, Zambia, Nigeria, Kenya, Mau-
ritius, Lesotho, South Africa, and Zimbabwe. The second is an
IndoChina dummy variable, which I set equal to 1 for African
countries that have developed strong investment and trade re-
lationships with India and China (Broadman, 2008; Dahman-
Saadi, 2013; Leung and Zhou, 2014; Nayyar and Aggarwal,
2014, 2). Countries coded for the IndoChina dummy are South
Africa, Nigeria, Zambia, Algeria, Sudan, DRC, Ethiopia, Mau-
ritius, Tanzania, Madagascar, Guinea, Kenya, Mozambique,
Senegal, and Uganda. If Indian and Chinese firms have in fact
exported their bribery-heavy management practices to these
countries, this variable should be positively related to corrup-
tion. To further disaggregate this potential result, I also cre-
ated an interaction term called IndoChina x Foreign to see the
effect of being a foreign firm operating in a country with a
strong IndoChina presence. If the claims of Indian and Chi-
nese corruption are to be believed, this term should bear a
strong positive relationship to bribe paying.

Within this particular mix of variables, there is the poten-
tial that some micro and macro variables could fall under each
of the vectors on the right-hand side of equations (1) and (2).
To ensure a proper model and avoid incorrect inferences due to
multicollinearity, I constructed a correlation matrix (See Ap-
pendix Table 1) for all independent variables in the dataset.
I then dropped variables with particularly high correlations
(>.50) that could create multicollinearity issues. For example,
I did not include IndoChina and British Legal Origin in the
same specification, although it would have been interesting to
see the effect of controlling for legal origin on the IndoChina
coefficient.

After taking these results into account, I developed the
following basic economic specification that I adapted for four
different models:
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BDU = B1GH + B2 AC + 53CC + B4R + BsF+
BeTC + B7C + B3GO + BoM + BroL + S11Y +
B120 + B13S + 14T + S151C + p16ICF + 17 BLO  (3)

The summary statistics for these variables are included in
Table 1. For the sake of brevity, I will not go into detail regard-
ing the estimation procedure, but the basics are as follows: I
used a probit regression model to account for the binary choice
faced by firms in determining the dependent variable (they ei-
ther pay bribes or they do not). Because the coefficients from
probit regressions are relatively meaningless on their own, I
also ran separate regressions to estimate the marginal effect
of each independent variable on bribe paying. This marginal
effect coefficient will show the change in the conditional prob-
ability that firms will pay bribes if they fall within a particular
group (change in Pr(BD=1 — var=1)). The probit regression
coefficient results are included in the Appendix (Appendix Ta-
ble 2) and the marginal effect coefficient results are shown be-
low in Table 2.
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TABLE 1
Summary Statistics of variables considered in the model

Variable Mean Std. Dev. Min Max
A. Firm Level Variables
Bribe (Br) 0.363 0.481 0 1
Government Help (GH) 0.475 0.459 0 1
Access to Credit (AC) 0.133 0.340 0 1
Credit Constrained (CC) 0.649 0.477 0 1
Registered (R) 0.541 0.498 0 1
Foreign (F) 0.167 0.373 0 1
Trust in Courts (TC) 0.437 0.496 0 1
Competition (C) 0.524 0.499 0 1
Government Ownership (GO) 0.016 0.126 0 1
Medium (M) 0.266 0.442 0 1
Large (L) 0.096 0.294 0 1
Young (Y) 0.737 0.440 0 1
Old (0) 0.032 0.177 0 1
Sales (S) 17.231 2.782 6.644  34.105
Trade (T) 0.180 0.385 0 1
B. Macro Level Variables
IndoChina Trade (IC) 0.577 0.494 0 1
IndoChina x Foreign (ICF) 0.076 0.265 0 1
British Legal Origin (BLO) 0.480 0.500 0 1

VI. Results and Discussion

As Table 2 clearly illustrates, the majority of the variables se-
lected for the regression demonstrate a significant relationship
with a firm’s decision to engage in bribe paying. Beginning
with the three hypotheses - Control Rights, Bargaining Power,
and Grease the Wheels - I find evidence in support of each the-
ory. Looking at the marginal effects presented in Table 2, we
find that ceteris paribus, Government Help increased the prob-
ability of bribe paying by 12%, Access to Credit increased the
probability by 4%, Credit Constrained increased the probabil-
ity by 2%, Trust in Courts reduced the probability by 10%,
and Competition increased the probability by 7% (contrary to
the belief that competition drives out corruption, bribe paying
might lead to a needed competitive advantage). Each of these
marginal effects and the original coefficients from the probit
regressions (See Appendix Table 2) carries the expected sign
and shows that bribe paying in Africa is indeed a function of
the institutional investment climate as much as it is a supply-
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side management decision.

Table 2
Marginal Effects from the dprobit regression [Dependent Variable = BD]
Model 1 Model 2 Model 3 Model 4 Model 5
Government Help 0.122%%% (), 122%%% () 122%w% () ]22%% (), ]22%w*
(0.008) (0.008) (0.008) (0.008) (0.008)
Access to Credit 0.0d43%**  0.043%**  (043%**  Q.043%**  0.043%**
(0.013) (0.013) (0.013) (0.013) (0.013)
Credit Constrained 0.021%* 0.021%* 0.021%* 0.021%* 0.021%*
(0.009) (0.009) (0.009) (0.009) (0.009)
Trust in Courts -0.102% %% _102%%% (. 102%%*% (. 102%%* -, 102%**
(0.008) (0.008) (0.008) (0.008) (0.008)
Competition 0.070%**  0.070%**  QOT0***  Q.070%**  0.070%**
(0.009) (0.009) (0.009) (0.009) (0.009)
Foreign -0.012 -0.012 -0.016 -0.016 -0.012
(0.012) (0.012) (0.018) (0.016) (0.012)
Registered -0.045% %% _Q045%%%  _(.045%%*%  _Q045%%* . 045%**
(0.012) (0.012) (0.012) (0.012) (0.012)
Government Owned -0.068%*  -0.068**  -0.067**  -0.067**  -0.068**
(0.032) (0.032) (0.032) (0.032) (0.032)
Medium 0.026%* 0.026%* 0.026%* 0.026%* 0.026%*
(0.010) (0.010) (0.010) (0.010) (0.010)
Large -0.036%*  -0.036%*  -0.036%*  -0.036**  -0.036%*
(0.017) (0.017) (0.017) (0.017) (0.017)
Young 0.015 0.015 0.015 0.015 0.015
(0.010) (0.010) (0.010) (0.010) (0.010)
Old -0.046% -0.046% -0.046% -0.046* -0.046%
(0.024) (0.024) (0.024) (0.024) (0.024)
Sales -0.006%**  -0L.006%**  -0.006%**  -0.006%** -0.006%**
(0.002) (0.002) (0.002) (0.002) (0.002)
Trade 0.039%%% () 039%** Q039w wF ) QI9FFE ) 03GFwF
(0.012) (0.012) (0.012) (0.012) (0.012)
IndoChina -0.319%%= -0.321%%*
(0.087) (0.08T)
IndoChina x Foreign 0.008 0.008
(0.023) (0.023)
British Legal Origin 0111
-0.086
Observations 18101 18101 18101 18101 18101
Pseudo R*2 199 199 199 199 199

*, * %% dndicate significance at the 10%, 5%, and 1% level respectively.
Every model includes a full set of country, industry, and year dummies

Importantly, the Foreign dummy does not have significance
in any of the models, but if it did, it would have a negative
marginal effect on bribe paying. This might prove the effective-
ness of Western led anti-corruption legislation, or could also
be attributed to other explanations such as greater bargain-
ing power held by foreign firms or less knowledge of domestic

business practices where bribery is in fact the norm.

With the exception of the Young dummy variable, each of
the other firm level control variables also showed robust sig-
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nificance. Registered firms, Government Owned firms, Large
firms, Old firms, and firms with more sales all proved less
likely to engage in bribe paying. While Government Owned
firms might have less reporting of bribe incidence, this trend
among the other groups is most likely due to the better bar-
gaining position that these firms have against public officials
requesting bribes. As more established entities with greater
resources, they are more empowered to report and seek legal
action against corrupt public officials.

Moving on to the macro level variables, I find an extremely
interesting result. Firms operating in countries with high lev-
els of Indian and Chinese investment and trade activity are
32% less likely to engage in bribery. That number is re-
markable, considering that Government Help demonstrated
the next highest marginal effect at 10%. Of course, this result
does not necessarily indicate that Indian and Chinese firms
contribute to a less corrupt business environment. A far more
likely explanation is that countries that attract FDI and trade
have inherently better investment climates that are already
relatively corruption free. However, some of the countries in-
cluded in the IndoChina group such as the DRC, Nigeria, and
Sudan (to name a few) are hardly known to for their investor
friendly environments. To check these results, Model 5 sub-
stitutes the British Legal Origin Dummy (originally excluded
because it is highly correlated with IndoChina) and finds that
it has a much smaller marginal effect and is not significant at
even the 10% level. This result is interesting because the BL
dummy should serve as a good proxy of investment climate
and rule of law, and even though it is highly correlated with
IndoChina, it does not bear the same result.

Models 2 and 3 include the IndoChina x Foreign interac-
tion term, and although the marginal effect is slightly positive
it is not significant in either specification. This term is admit-
tedly a very rough attempt to disaggregate the effect of Indian
and Chinese foreign firms more specifically, and the results
are therefore unsurprisingly inconclusive. This could be for
any number of reasons including a lack of specificity regarding
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country of origin. However, because the Foreign dummy also
lacks a significant relationship with corruption throughout the
continent, we cannot discount the possibility that foreign firms
simply adapt to the most common business practices (corrupt
or not) in the host country.

VII. Conclusion and Policy Implications

The rise of India and China as global powers has changed
the status quo in the private sectors of several key African
economies. The Western response has been acute and criti-
cal; Secretary Clinton’s stark words in 2012 leave no confusion
surrounding the West’s protectionist - not to be confused for
altruistic - attitude. However, despite the West’s preferences,
the sheer volume and trends in Indian and Chinese trade and
investment in the continent show that they will remain major
actors in the region for the foreseeable future. A 2014 report
by McKinsey & Company predicts that Africa will become
the fastest growing region in the next few decades and shows
that Indian and Chinese involvement will be instrumental in
leading that growth.

That said, Western concerns that imported Indian and
Chinese management techniques will weaken governance are
not entirely off the mark. Anecdotal evidence presented in
this paper shows that even the “cleanest” Indian and Chinese
firms have been caught up in corruption allegations at home,
if not in Africa. Although these cases are far more common
for large Chinese state owned enterprises with fewer account-
ability and transparency checks, Indian firms have had their
own issues in recent years. However, it is important to remem-
ber that despite Western anti-corruption legislation, Western
firms have also been found guilty of their own share of ques-
tionable deals in Africa. Legislation or not, bribe paying (and
taking) remains a part of the business environment in virtu-
ally every African country. The empirical results support the
idea that corruption is primarily driven by demand-side insti-
tutional factors that are met by supply-side firm practices.

The surprising finding that firms in countries with heavy
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Indian and Chinese involvement are 30% less likely to pay a
bribe is, however, promising preliminary evidence that these
new actors are not worsening the situation. Contrary to West-
ern claims of a “race to the bottom” scenario, this might actu-
ally indicate an opposite trend in which an increased supply of
investment funds gives African governments more bargaining
power to strike better deals with more responsible corporate
actors. Understandably, this process also creates greater op-
portunities for bribe taking, and anti-corruption efforts will
need to continue at the country level.

Notably, these results include the caveat that the Enter-
prise Surveys do not include data from firms operating in
extractive industries, where much of the criticism regarding
the corrupt practices of Indian and Chinese firms has been
focused. Functionally, this means that the findings of this pa-
per could be skewed toward a more favorable representation
of Indian and Chinese involvement on the African continent.
However, as I note in the literature review, firms operating in
these extractive industries have increasingly become the mi-
nority among Indian and Chinese companies interested in do-
ing business in Africa. As business opportunities become more
widespread in a larger variety of industries, the trends high-
lighted by this paper will likely become even more relevant.

Additionally, efforts to promote strong corporate gover-
nance should be undertaken at the firm level in order to solve
the collective action problem of ending corruption in the pri-
vate sector. Because refusing to pay a bribe can put a firm at
a disadvantage to a direct competitor, it is difficult to convince
its managers to maintain their anti-corruption position. Co-
ordinated efforts like the UN Global Compact (which includes
several Indian and Chinese firms) and the IFC’s Africa Corpo-
rate Governance Network represent promising first steps and
should continue to be supported (United Nations, 2010; IFC,
2013).

As the Indian and Chinese presence in Africa continues to
grow, there is room for further research regarding its impact
on governance and corruption. The World Bank Enterprise
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Surveys have provided a good starting point, but a more de-
tailed firm level dataset will be required to draw convincing
conclusions in one direction or the other. Too much empha-
sis has been placed on the new East-West rivalry in Africa
and the discussion has been colored by platitudes rather than
by hard empirical evidence. However, as this data becomes
increasingly available, firms - whether Indian, Chinese, Eu-
ropean, or American - and African government officials alike
will hopefully be held more accountable for positive governance
outcomes.

Appendix

Table 1: Correbation matrix of all independent variables consadered for the emprcal model specificatons
Creda [
(Governrent  Acoess 1o Corstraned Tastin Competition  Ownership
Help (GHp  Credi{AC)  (CO) Regstered (R) Foreign (F) Counts (TC) (c) (] Medien (M)
Ciovermerent Help (GH) 1000
Access i Crede (AC) 0.128 1.000
Credit Constrained (CC) 0.013 0057 L1000
Regisered (R) -0.067 0114 -0.084 1.000
Foreign (F) 0.051 0.08% 0127 0.057 1000
[Teust in Courts (TC) -0.060 0.01% -0.093 0.033 0.001 1000
Cornpetiion {¢) 0.021 -0.031 0.4 0.253 -0.060 0045 1,000
Groverserent Orwveesship (GO) 0.023 0.049 0003 0.041 onls -0.004 -0013 1000
Medaun (M) 0.055 0138 0109 0114 0104 0.009 -0.030 0018 1.000
Large (L} 0,062 0.217 -0.105 0.135 0.208 o022 0078 0.122 -0.145
Yourz (¥) -0.007 0119 0.049 -0.083 -0.080 0.009 0001 -0.085 0134
Ol () 0.014 0,083 -0.036 0.079 0.085 0.003 0008 0,088 0.048
Sales (8) 0,05 0183 -0075% 0.170 01 -0.061 004s 0.0%4 019
[Trade (T) 0.282 0.219 -0.086 0.087 0205 -0.01% 0041 0.077 0.120
IndoChing Trade (ICTh -0.017 0060 -0.028 -0.055 -0.108 0018 ool 0034 0,024
IndoCling x Foreign (ICF) 0.002 0.03% -0.092 0.058 0632 -0.030 0030 0.043 0.092
Biritish Legal Orign (BLO) -0.006 -0.004 -0.065 -0.078 -0.104 0.102 0007 -0.018 0.043
IedeClina x
IndoChina  Foreign Britsh Legal
Large (L) Youmg(Y) Ol (0) Seles (8)  Teade () Trade ICT) (ICF) Orrigen (BLO)
Large (L) 1.000
Yaurg (¥) 0205 1000
Ol () 0.159 0308 1000
Sales (S) 0.31% <0112 0.078 1.000
Teade (T) 0.271 0120 [IR3%} 0240 1000
IndoChing Trade (ICT) 0,005 0.019 0,001 007 -0.033 1,000
IndoCling x Foreign (ICF) 0.152 0055 0.074 0.255 0.150 0248 .00
British Legal Orign (BLO) 0,055 -0.071 0.072 0,000 -0.007 0s10 0,080 1.000
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Tabke 2
Parameter estimates from the probit regression [Dependent Vanable = BD]

Model 1 Model 2 Model 3 Modeld  Model 5
Government Help (GH) 0.326%**  0.326%**  0.326%**  0.326%**  0.326%**
o2y 7 ooy T o023 7 023 " 0023
Access to Credit 0.012%+%  QLI2%**  0112%%%  Q112%** (. 112%++
©0034) " @034 " (0034 " (0034 " (0.034)
Credit Constrained 0.056%* 0.056%* 0.056%* 0.056%*  0.056%*
0024 " @o24) " (0024) " (0024) " (0.024)
Trust in Courts 275 D2TSHRE L02TEFRE L0275%*  {275%*x
o022y T o022y T o0022) 7 022y 7 (0.022)
Competition 0.189%**  QL189***  (IB9***  (189%**  (189%+*
"oo2s) T o025y T 02s) 7 (002%5) 7 (0.025)
Fareign o037 w003 7 0042 7 0042 T 0033
M (11 3 O (1 c . N (117 .5 N (11 17: 1 WA (11
Registercd 1205+ 012004 002004 0120%%%  -0.120%%%
B (11 < Y O (1 c ) N (11 & NN (111 ) B (115 )
Government Owned 0.188%*  -0.188*+ -0.187** 0187 .0.188%*
"ooe2) T o092y T 0092 T 092y 7 (0.092)
Medium 0.070%* 0.070%* 0.070%* 0.070%*  0.070%+
" o028 " @028y 7 (0028 " (0.028) " (0.028)
Large 0007 0097+ -0.097%% 00075 0,007
" o0048) " @©048) 7 (0048) 7 (0.048) ° (0.048)
Young " ooodr " o041 " omdt " o004t " 0041
M (10 SO (1 X ) WM (1 X1 .2 WM (111 .0 W (1 X1 )
old -0.125% -0.125% -0.126% 0126  .125%
" owosn " ooen T oosn T o6 T (0.067)
Saks 01T+ QOITH* L0017 0017 L01T7F**
ooy " @oony T @oom T @oom) " (0.007)
Trade 0.103%**  0103***  0103%**  0.103%**  0.103%+*
03y " @o3n " o3 7 @03 " @0.031)
Indochina -0.305%%+ 03104+
(0.090) " (0.091)
Indochina x Foreign " o021 7 o2t
" o061y T 0061
British Legal Origin " -0.298
-0.233
Observations 18101 18101 18101 18101 18101
Pseudo "2 "ooase " 199 7 e 7 g9 7 199
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Bayesian Portfolio Analysis: Analyzing
the Global Investment Market

Daniel Roeder!
Abstract

The goal of portfolio optimization is to determine
the ideal allocation of assets to a given set of possible
investments. Many optimization models use classical
statistical methods, which do not fully account for esti-
mation risk in historical returns or the stochastic nature
of future returns. By using a fully Bayesian analysis,
however, I am able to account for these aspects and in-
corporate a complete information set as a basis for the
investment decision. I use Bayesian methods to combine
different estimators into a succinct portfolio optimiza-
tion model that takes into account an investor’s utility
function. I will test the model using monthly return
data on stock indices from Australia, Canada, France,
Germany, Japan, the U.K. and the U.S.

I. Introduction

Portfolio optimization is one of the fastest growing areas of re-
search in financial econometrics, and only recently has comput-
ing power reached a level where analysis on numerous assets
is even possible. There are a number of portfolio optimiza-
tion models used in financial econometrics and many of them
build on aspects of previously defined models. The model 1
will be building uses Bayesian statistical methods to combine
insights from Markowitz, BL. and Zhou. Each of these papers
use techniques from the previous one to specify and create a
novel modeling technique.

Bayesian statistics specify a few types of functions that are
necessary to complete an analysis, the prior distribution, the

'T am an undergraduate senior at Duke University double majoring in
Economics and Statistics. I would like to thank both Scott Schmidler and
Andrew Patton for serving as my advisors on this thesis. I would also
like to thank my parents, Sandra Eller and Greg Roeder, for their love,
guidance and support throughout my life.

67



likelihood function, and the posterior distribution. A prior dis-
tribution defines how one expects a variable to be distributed
before viewing the data. Prior distributions can be of different
weights in the posterior distribution depending on how confi-
dent one is in their prior. A likelihood function describes the
observed data in the study. Finally, the posterior distribu-
tion describes the final result, which is the combination of the
prior distribution with the likelihood function. This is done
by using Bayes theorem 2, which multiplies the prior times
the posterior and divides by the normalizing constant, which
conditions that the probability density function (PDF) of the
posterior sums to 1. Bayesian analysis is an ideal method to
use in a portfolio optimization problem because it accounts for
the estimation risk in the data. The returns of the assets form
a distribution centered on the mean returns, but we are not
sure that this mean is necessarily the true mean. Therefore it
is necessary to model the returns as a distribution to account
for the inherent uncertainty in the mean, and this is exactly
what Bayesian analysis does.

Zhou incorporates all of the necessary Bayesian compo-
nents in his model; the market equilibrium and the investor?s
views act as a joint prior and the historical data defines the
likelihood function. This strengthens the model by making it
mostly consistent with Bayesian principles, but some aspects
are still not statistically sound. In particular, I disagree with
the fact that Zhou uses the historical covariance matrix, 3,
in each stage of the analysis (prior and likelihood). The true
covariance matrix is never observable to an investor, mean-
ing there is inherent uncertainty in modeling >, which must
be accounted for in the model. Zhou underestimates this un-
certainty by using the historical covariance matrix to initially
estimate the matrix, and by re-updating the matrix with the
historical data again in the likelihood stage. This method puts
too much confidence in the historical matrix by re-updating
the prior with the same historical matrix. I plan to account
for this uncertainty by incorporating an inverse-Wishart prior

2 _ __P(Y|9)P(©)
P(OY) = r5r7eyp6) 16
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distribution on the Black-Litterman prior estimate, which will
model ¥ as a distribution and not a point estimate. The
inverse-Wishart prior will use the Black-Litterman covariance
matrix as a starting point, but the investor can now model the
matrix as a distribution and adjust confidence in the starting
point with a tuning parameter. This is a calculation that must
be incorporated to make the model statistically sound, and it
also serves as a starting point for more extensive analysis of
the covariance matrix.

The empirical analysis in Zhou is based on equity index
returns from Australia, Canada, France, Germany, Japan, the
United Kingdom and the United States. My dataset is com-
prised of the total return indices for the same countries, but
the data spans through 2013 instead of 2007 like in Zhou. This
is a similar dataset to that chosen by BL, which was used in or-
der to analyze different international trading strategies based
on equities, bonds and currencies.

The goal of this paper is to extend the Bayesian model cre-
ated by Zhou by relaxing his strict assumption on the modeling
of the covariance matrix by incorporating the inverse-Wishart
prior extension. This will in turn create a statistically sound
and flexible model, usable by any type of investor. I will then
test the models by using an iterative out-of-sample modeling
procedure.

In section II, I further describe the literature on the topic
and show how it influenced my analysis. In section III I will
describe the baseline models and the inverse-Wishart prior ex-
tension. In Section IV I will summarize the dataset and pro-
vide descriptive statistics. In section V I will describe how the
models are implemented and tested. In Section VI I will de-
scribe the results and compare the models, and in Section VII
I will offer conclusions and possible extensions to my model.
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II. Literature Review
Models

Harry Markowitz established one of the first frameworks for
portfolio optimization in 1952. In his paper, Portfolio Selec-
tion, Markowitz solves for the portfolio weights that maximize
a portfolio?s return while minimizing the volatility, by max-
imizing a specified expected utility function for the investor.
The utility function is conditional on the historical mean and
variance of the data, which is why it is often referred to as a
mean-variance analysis. These variables are the only inputs,
so the model tends to be extremely sensitive to small changes
in either of them. The model also assumes historical returns
on their own predict future returns, which is something known
to be untrue in financial econometrics.

These difficulties with the mean-variance model do not ren-
der it useless. In fact, the model can perform quite well when
there are better predictors for the expected returns and covari-
ance matrix (rather than just historical values). The model by
BL extends the mean-variance framework by creating an esti-
mation strategy that incorporates an investor?s views on the
assets in question with an equilibrium model of asset perfor-
mance. Many investors make decisions about their portfolio
based on how they expect the market to perform, so it is in-
tuitive to incorporate these views into the model.

Investor views in the Black-Litterman model can either be
absolute or relative. Absolute views specify the expected re-
turn for an individual security; for example, an investor may
think that the S&P 500 will return 2% next month. Relative
views specify the relationship between assets; for example, an
investor may think that the London Stock Exchange will have
a return 2% higher than the Toronto Stock Exchange next
month. BL specify the same assumptions and use a similar
model to Markowitz to describe the market equilibrium, and
they then incorporate the investor?s views through Bayesian
updating. This returns a vector of expected returns that is
similar to the market equilibrium but adjusted for the in-
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vestor?s views. Only assets that the investor has a view on
will deviate from the equilibrium weight. Finally, BL use the
same mean-variance utility function as Markowitz to calculate
the optimal portfolio weights based off of the updated expected
returns.

Zhou takes this framework one step further by also incor-
porating historical returns into the analysis because the equi-
librium market weights are subject to error that the historical
data can help fix. The market equilibrium values are based on
the validity of the capital asset pricing model (CAPM)3, which
is not always supported by historical data. This does not ren-
der the equilibrium returns useless; they simply must be sup-
plemented by historical data in order to make the model more
robust. The combination of the equilibrium pricing model and
the investor?s views with the data strengthens the model by
combining different means of prediction. As an extension, it
would be useful to research the benefit of including a more
complex data modeling mechanism that incorporates more
than just the historical mean returns. A return forecasting
model could be of great use here, though it would greatly in-
crease the complexity of the model.

Zhou uses a very complete description of the market by in-
corporating all three of these elements, but there is one other
aspect of the model that he neglects; his theoretical framework
does not account for uncertainty in the covariance matrix. By
neglecting this aspect, he implies that the next period’s co-
variance matrix is only described by the fixed historical co-
variance matrix. This is in line with the problems that arise
in Markowitz, and is also not sound in a Bayesian statisti-
cal sense because he is using a data generated covariance ma-
trix in the prior, which is then updated by the same data. I
will therefore put an inverse-Wishart prior distribution on the
Black-Litterman estimate of ¥ before updating the prior with
the data. The primary Bayesian updating stage, where the
equilibrium estimate is updated by the investor views will re-

3For more information regarding the choice of the market equilibrium
model, see BL(1992)
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main consistent. This way ¥ is modeled as a distribution in
the final Bayesian updating stage which will allow the prior to
have a more profound effect.

Investment Strategies

Though the Black-Litterman model is quantitatively based it
is extremely flexible, unlike many other models, due to the
input of subjective views by the investor. These views are di-
rectly specified and can come from any source, whether that
is a hunch, the Wall Street Journal, or maybe even an entirely
different quantitative model. I will present a momentum based
view strategy, but this is only one of countless different strate-
gies that could be incorporated, whether they are quantita-
tively based or not. The results of this paper will be heavily
dependent on the view specification, which is based on the
nature of the model. The goal of this paper is not to have
a perfect empirical analysis, but instead to present a flexible,
statistically sound and customizable model for an investor re-
gardless of their level of expertise.

The investor’s views can be independent over time or fol-
low a specific investment strategy. In the analysis 1 use a
function based on the recent price movement of the indices, a
momentum strategy, to specify the views. The conventional
wisdom of many investors is that individual prices and their
movements have nothing to say about the asset’s value, but
when the correct time frame is analyzed, generally the previous
6-12 months, statistically significant returns can be achieved
(Momentum). In the last 5 years alone, over 150 papers have
been published investigating the significance of momentum in-
vestment strategies (Momentum). Foreign indices are not an
exception, as it has been shown that indices with positive mo-
mentum perform better than those with negative momentum
(AQR).

The basis of momentum strategies lies in the empirical fail-
ure of the efficient market hypothesis, which states that all
possible information about an asset is immediately priced into
the asset once the information becomes available. This tends
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to fail because some investors get the information earlier or
respond to it in different manners, so there is an inherent
asymmetric incorporation of information that creates short-
term price trends (momentum) that can be exposed. This
phenomenon can be further explored in Momentum.

Though momentum investing is gaining in popularity, there
are countless other investment strategies in use today. Value
and growth investing are both examples, and view functions
incorporating these strategies are an interesting topic of fur-
ther research.

ITI. Theoretical Framework
Baseline

As mentioned in the literature review, Markowitz specifies a
mean-variance utility function with respect to the portfolio
asset weight vector, w. The investor’s goal is to maximize the
expected return while minimizing the volatility and he does so
by maximizing the utility function

Uw) = E[Rin] = JVar{Ren) = w/p— Ju'Sw, (1)

where R is the current period?s return, Rr is the future
period?s return, « is the investor?s risk aversion coefficient, u
is the sample return vector and X is the sample covariance
matrix. This is referred to as a two moment utility function
since it incorporates the distribution’s first two moments, the
mean and variance. The first order condition of this utility
function, with respect to w, solves to

1
w=-X"1y, 2
5 (2)

which can be used to solve for the optimal portfolio weights
given the historical data.

BL first specify their model by determining the expected
market equilibrium returns. To do so, they solve for p in (2) by
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plugging in the sample covariance matrix and the market equi-
librium weights. The sample covariance matrix comes from the
data and the market equilibrium weights are simply the per-
centage that each country’s market capitalization makes up of
the total portfolio market capitalization.

In equilibrium, if we assume that the CAPM holds and
that all investors have the same risk aversion and views on
the market, the demand for any asset will be equal to the
available supply. The supply of an asset is simply its market
capitalization, or the amount of dollars available of the asset
in the market. In equilibrium when supply equals demand, we
know that the weights of each asset in the optimal portfolio
will be equal to the supply, or the market capitalization of
each asset. Y is simply the historical covariance matrix, so we
therefore know both w and ¥ in (2), meaning we can solve for
1, the equilibrium expected excess returns.

It is also assumed that the true expected excess return, pu,
is normally distributed with mean pu® and covariance matrix
7. This can be written as

= p+e€, e~ N(0,7%) (3)

where p° is the market equilibrium returns, 7 is a scalar
indicating the confidence of how the true expected returns are
modeled by the market equilibrium, and ¥ is the fixed sample
covariance matrix. It is common practice to use a small value
of tau since one would guess that long-term equilibrium returns
are less volatile than historical returns.

We must also incorporate the investor?s views, which can
be modeled by

Pu=pu"+¢€", e~ N(0,9Q), (4)

where P is a KxN matrix that specifies K views on the N
assets, and (2 is the covariance matrix explaining the degree
of confidence that the investor has in his views. () is one of
the harder variables to specify in the model, but [?] provide a
method that also helps with the specification of 7. €2 is a diag-
onal matrix since it is assumed that views are independent of
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one another, meaning all covariance (non-diagonal) elements
of the matrix are zero. Each diagonal element of ) can be
thought of as the variance of the error term, which can be
specified as ;X P/, where P; is an individual row (view) from
the K x N view specifying matrix, and Y is again the historical
covariance matrix. Again, I do not agree with this overempha-
sis on the historical covariance matrix, but I include it here for
simplicity of explaining the intuition of the model.

Intuition calibrate the confidence of each view by shrinking
each view’s error team by multiplying it by 7. This makes 7
independent of the posterior analysis because it is now incor-
porated in the same manner in the two stages of the model. If
it is drastically increased, so too are be the error terms of 2,
but the estimated return vector, shown in (5) is not changed
because there is be an identical effect on X..

We can combine these two models by Bayesian updating,
which leaves us with the Black-Litterman mean and variance

ppr = [(r2)7 + PP (St + P71t (5)

Ypr =X+ [(r2) '+ PP (6)

The Black-Litterman posterior covariance matrix is simply
[(TX4) 1+ P'Q~ 1 P]=1. The extra addition of ¥ occurs because
the investor must account for the added uncertainty of making
a future prediction. This final distribution is referred to as
the posterior predictive distribution and is derived through
Bayesian updating. There is an added uncertainty in making
a prediction of an unknown, future value, and to account for
this the addition of ¥ is necessary.

It is assumed that both the market equilibrium and the
investor?s views follow a multivariate normal distribution, so
it is known that the posterior predictive distribution is also
multivariate normal due to conjugacy. In order to find the
optimal portfolio weights p1p;, and Xp;, are simply plugged
into (2).
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Once the Black-Litterman results are specified we have the
joint prior for the Bayesian extension. We combine this prior
with the normal likelihood function describing the data 4, and
based off of Bayesian updating logic we obtain the posterior
predictive mean, fipayes and covariance matrix, Ypgyes,

Hhages = [A71 + (S/T) A g + (2/T) " ] (7)

2bayes =X+ [(Ail + (Z/T)il]il (8)

where Y is the historical covariance matrix, uy are the his-
torical means of the asset returns, A = (7)1 + P/Q~1P] s
the covariance matrix of the Black-Litterman estimate, and T
is the sample size of the data, which is the weight prescribed to
the sample data. The larger the sample size chosen, the larger
the weight the data has in the results. It is common practice
to let T' = n, unless we do not have a high level of confidence in
the data and want T <n. The number of returns is specified
independently from the data because only the sample mean
and covariance matrix are used in the analysis, not the indi-
vidual returns. This is ideal because it allows the investor to
set the confidence in the data without the sample size doing it
automatically. Historical return data is often lengthy, but that
does not necessarily mean a high degree of confidence should
be prescribed to it.

Analogous to the Black-Litterman model, the posterior es-
timate of ¥ in Zhou is [(A™1 4+ (2/7) 17!, The addition of X
to the posterior in calculating Yjqyes is necessary to account
for the added uncertainty of the posterior predictive distri-
bution. The theory behind this is identical to that in the
Black-Litterman model.

It is known that both the prior and likelihood follow a mul-
tivariate normal distribution, so due to conjugacy the same is
true of the posterior predictive distribution. The posterior

4Zhou (2009) makes the same assumptions on returns as BL, that they
are i.i.d.
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mean is a weighted average of the Black-Litterman returns
and the historical means of the asset returns. As the sample
size increases, so does the weight of the historical returns in
the posterior mean. In the limit if T = oo, then the portfo-
lio weights are identical to the mean-variance weights, and if
T = 0 then the weights are identical to the Black-Litterman
weights.

Extension

As it stands, the Zhou model uses the sample covariance ma-
trix in the prior generating stage, even though in a fully Bayesian
analysis a full incorporation of historical data is not supposed
to occur outside of the likelihood function. This means the
data is used to generate the prior views, and then further up-
date the views by again incorporating the data through the
likelihood function.

To account for the uncertainty of modeling ¥ under the
historical covariance matrix in each stage, I will impose an
inverse-Wishart prior on the Black-Litterman covariance ma-
trix. Under this method, the historical covariance matrix will
still be used in both Bayesian updating stages, but I can now
better account for the potential problems of doing so through
the inverse-Wishart prior.

The inverse-Wishart prior changes only the specification
of ¥, not u, and is specified by W_1(¥,v.0) where ¥ is the
prior mean of the covariance matrix, and v.0 is the degrees of
freedom of the distribution. The larger the degrees of freedom,
the more confidence the investor has in W as an estimate of
Y. In this case, ¥ = ¥, and v.0 can be thought of as the
number of “observations” that went into the prior®.

The prior is then updated by the likelihood function, the
historical estimate of 3. upr is also updated by the his-
torical data, but the analysis does not change the specifica-
tion of p since the prior is only put on the ¥pr. The pos-

5Though no actual historical data observations were used in forming
the prior, this interpretation keeps the model consistent given how the
Bayesian updating process is conducted
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terior distribution of ¥ is also an inverse-Wishart distribu-
tion due to the conjugate Bayesian update and is defined as
W_1((¥+S,), (v.04+T)), where S, is the historical data gener-
ated sum of squares matrix, and T the number of observations
that were used to form the likelihood. T is specified in the
same manner as in the Zhou model; it is up to the investor to
set confidence in the data through T as it does not necessarily
need to be the actual number of observations.

I use the mean of the posterior inverse-Wishart distribu-
tion to define the posterior covariance matrix of the extension.
The mean of the posterior is defined as E[X | u,y1, ..., yn] =
Wl_n_l(\ll + Su), where y1, ...,y is the observed data, and
n is the number of potential assets in the portfolio. This pos-
terior matrix is then added to the historical covariance matrix
in order to get the posterior predictive value, ¥..¢. The spec-
ification of y is not affected under this model S0 fiext = tpayes

IV. Data

Monthly dollar returns from 1970-2013, for the countries in
question % were obtained from Global Financial Data, and I
used that raw data to calculate the n = 528 monthly percent
returns. The analysis is based on excess returns, so assuming
the investor is from the U.S. I use the 3-month U.S. Treasury
bill return as the risk-free rate.

Data must also be incorporated to describe the market
equilibrium state of the portfolio. I collected this data from
Global Financial Data and am using the market capitalizations
of the entire stock markets in each country from January, 1980
to December, 2013. Given the rolling window used in my anal-
ysis, January, 1980 is the first month where market equilibrium
data is needed

Table 1 presents descriptive statistics for the seven country
indices I am analyzing. The mean annualized monthly excess
returns are all close to seven percent and the standard devi-
ations are all close to 20 percent. The standard deviation for

S Australia, Canada, France, Germany, Japan, the U.K. and the U.S.
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the U.S. is much smaller than the other countries, which makes
sense because safer investments generally have less volatility
in returns. All countries exhibit relatively low skewness, and
most countries have a kurtosis that is not much larger than
the normal distributions kurtosis of 3. The U.K. deviates the
most from the normality assumption given it has the largest
absolute value of skewness and a kurtosis that is almost two
times as large as the next largest kurtosis. I am not particu-
larly concerned by these values, however, because the dataset
is large and the countries do not drastically differ from a nor-
mal distribution. The U.K. is the most concerning, but a very
large kurtosis is less problematic than a very large skewness
and the skewness is greatly influenced by one particularly large
observation that occurred in January of 1975, during a reces-
sion. Though the observation is an outlier, it seems to have
occurred under legitimate circumstances so I include it in the
analysis.

Table 1: Analysis of Country Index Returns
Country  Mean (%) St. Dev. (%) Skewness (%) Kurtosis

Australia 7.86 23.68 -0.84 7.54
Canada 5.91 19.44 -0.62 5.5%
France 7.43 22.83 -0.18 4.39

Germany 6.83 21.30 -0.37 4.46
Japan 611 21.04 0.23 3.79

UK 7.97 22.38 0.98 13.60
Us 6:15 15.49 -0.45 4.78

V. Model Implementation
Rolling Window

A predictive model is best tested under repeated conditions
when it uses a subset of the data as “in-sample” data to pre-
dict the “out-of sample” returns. This simulates how a model
would be implemented in a real investment setting since there
is obviously no data incorporated in the model for the future
prediction period. If I were to include the observations I was
also trying to predict, I would artificially be increasing the

79



predictive power of the model by predicting inputs.

I am using a 10 year rolling window as the in sample data
to predict the following month. I begin with the first 10 years
of the dataset, January, 1970 - December, 1980, to predict
returns and optimal asset weights for the following month,
January 1981. I then slide the window over one month and
use February, 1970 - January, 1981 to predict returns and op-
timal asset allocations for February, 1981. The dataset spans
through 2013, giving me 528 individual returns. I therefore
calculate 408 expected returns and optimal weights.

It is quite easy to assess performance once each set of op-
timal weights is calculated since there is data on each realized
return. For each iteration I calculate the realized return for the
entire portfolio by multiplying each individual index’s weight
by its corresponding realized return. I do not have any invest-
ment constraints in the model so I also need to account for the
amount invested in, or borrowed from, the risk-free rate. One
minus the sum of the portfolio weights is the amount invested
in (or borrowed from, if negative) the risk-free rate.

Momentum Based views

In order to be able to run the model in an updating fashion,
I must to create a function that will iteratively specify the
investor’s views, and I will do so using a momentum based
investment strategy. I have created a function that uses both
a primary absolute strategy and a secondary relative strategy
that is explained below.

The primary strategy estimates absolute views based on
the mean and variance of the previous twelve months, since
this is the known window for Momentum. This is a loose
adaption of our momentum strategy that specifies that stocks
that have performed well in the past twelve months will con-
tinue to do so in the following month. By taking the mean I
can account for the fact that at many times, the indices have
no momentum, in which case I expect the mean to be close
to zero. For this strategy, since I am only specifying absolute
views, the P matrix is an identity matrix with a dimension
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equal to the number of assets in question. The Omega matrix
is again calculated using the method specified by Intuition.

The secondary strategy, which is appended to both of these
primary strategies, if the conditions hold, attempts to find in-
dices that are gaining momentum quickly in the short term.
To do this I look at the last 4 months of the returns to see if
they are consistently increasing or decreasing. If the index is
increasing over the four months, it is given a positive weight,
and if it is decreasing over the four months it is given a negative
weight. I use a four-month increasing scheme to catch the in-
dices under momentum before they hit the standard six-month
cutoff. The weights are determined by a method similar to the
market capitalization weighting method used by Idzorek. The
over-performing assets are weighted by the ratio of the individ-
ual market capitalization to the total over-performing market
capitalization, and the same goes for under-performing assets.
This puts more weight on large indices, which is intuitive be-
cause there is likely more potential for realized returns in this
case. The expected return of this view is a market capital-
ization weighted mean of each of the indices that have the
specified momentum.

This is a fairly strict strategy, which is why I refer to it as
secondary. For each iteration, sometimes there are no under-
performing or over performing assets under the specifications.
In this case, only the primary strategy is used. If assets do
appear to have momentum given the definition, then it is ap-
pended to the P matrix along with the primary strategy.

VI. Results

The results of the four models are presented below in Table 2.
It must be considered that the results are heavily dependent
on the dataset and the view specifying function, two aspects of
the model that are not necessarily generalizable to an investor.
Further empirical analysis of the models is therefore necessary
to determine which is best under the varying conditions of the
current investment market.
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Table 2: Portfolio Optimization Results

Model Mean (%) Volatility (%) Skewness (%) Kurtosis
Markowitz 2.82 39.94 -.39 4.46
Black-Litterman — 7.24 15.02 0.51 4.19
Zhou 4.62 27.77 =47 4.70
Extension 4.75 9.52 =47 4.67
Note: The values in this table are specified under v = 2.5, 7 = .025 S = 60
and v.0 = n+2

The Markowitz model performs the worst of the models,
both in terms of volatility and returns. A high volatility im-
plies that the returns for each iteration are not consistent,
which is a known feature of the Markowitz model. The re-
sults also imply that given the dataset, the historical mean
and covariance do not do a great job on their own as data in-
puts in the portfolio optimization problem. This is consistent
with the original hypothesis that further data inputs are nec-
essary in conjunction with a more robust modeling procedure
to improve the overall model.

The Black-Litterman model outperforms the Zhou model
in both returns and volatility, meaning that in this analysis the
incorporation of the historical data is not optimal. However,
this does not render the Zhou model useless since repeated
empirical analysis is necessary to determine the actual effects
of the historical data. In Zhou only one iteration of the model
is run as brief example, so there is currently no sufficient liter-
ature on whether the historical data is an optimal addition. A
robust model testing procedure could be employed by running
a rolling-window model testing procedure on many datasets,
and then running t-tests on the set of returns and volatilities
specified under each dataset to find if one model outperforms
the other.

The inverse-Wishart prior performs significantly better than
in volatility than all the other models, and is only beaten by
the Black-Litterman model in returns. This is in line with the
hypothesis that the inverse-Wishart prior will better specify
the covariance matrix which will in turn lead to safer invest-
ment positions. Low volatility portfolios generally do not have
high returns, and given that the volatility of the extension is
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so much lower than the Black-Litterman volatility, it is not
surprising that the return is also lower.

VII. Discussion

In exploring the results of the extended Zhou model it is clear
that fully Bayesian models are able to outperform models that
use loosely Bayesian methods. The inverse-Wishart extension
outperforms the Zhou model in portfolio volatility by account-
ing for the uncertainty of modeling ¥ and by allowing the
investor to further specify confidence in the Black-Litterman
and historical estimates. The parameters are straightforward
and determined by the investor’s confidence in each data in-
put, which makes the model relatively simple and usable by
any type of investor.

The Black-Litterman model, which is used as a joint prior
in extended model, allows the investor to incorporate any sort
of views on the market. The views can be determined in a one-
off nature views or by a complex iterative function specifying
a specific investment strategy. The former would likely be em-
ployed by an amateur, independent investor while the latter by
a professional or investment team. The data updating stage
has similar flexibility in that the historical means, or a more
complex data modeling mechanism, can be employed depend-
ing on the quantitative skills of the investor. The incorporation
of a predictive model is a topic of further research that could
significantly increase the profitability of the Bayesian model,
though it would also greatly increase the complexity. Asset
return predictions models can also be incorporated in a much
simpler manner through the use of absolute views.

The inverse-Wishart prior is used to model the uncertainty
of predicting the next period’s covariance matrix, which is not
fully accounted for in the original Zhou model. This method
works well empirically in this analysis, but further empirical
testing is necessary to see if it consistently out-performs the
Zhou model.

A further extension that could account for the problems
in modeling ¥ is through use a different estimate of X in the
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equilibrium stage, rather than just the historical covariance.
When many assets are being analyzed, the historical covari-
ance matrix does estimate X well, so using another method of
prediction could be very useful. Factor and stochastic volatil-
ity models could both provide another robust estimate of ¥ in
the equilibrium stage.

Another possible extension that is possible under the inverse-
Wishart prior is to fully model the posterior predictive dis-
tribution, rather than simply using the mean value of the
posterior inverse-Wishart distribution as the posterior esti-
mate. The posterior predictive distribution under the inverse-
Wishart prior is t-distributed, which may also be useful the
since financial data is known to have fatter tails than the nor-
mal distribution. This would greatly increase the complexity
of the model, however, since the expected utility would need
to be maximized with respect to the posterior t-distribution,
and this can only be done through complex integration.

The results presented in this paper give an idea of how
the models perform under repeated conditions through the use
of the rolling window. However, each iteration of the rolling
window is very similar to the previous one since all but one
data point is identical. In order to confidently determine if one
model outperforms another, it is necessary to do an empirical
analysis on multiple datasets.

As exemplified above, an investor can use many different
strategies to specify the views, expected returns, and expected
covariance matrix incorporated in the model. The method of
combining these estimates is also quite important as seen by
the optimal performance of the extended model, which used
the same data inputs but incorporated an inverse-Wishart
prior. By using Bayesian strategies to combine these differ-
ent methods of prediction with the market equilibrium returns,
the investor has a straightforward quantitative model that can
help improve investment success. Almost all investors base
their decisions off how they view the assets in the market, and
by using this model, or variations of it, they can greatly im-
prove their chance of profitability by using robust methods of
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prediction.

1]
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Multiproduct Pricing and Product Line
Decisions with Status Externalities

Frederick B. Zupanc!
Abstract

In the present paper, reputation is approached as
an idea involving status. We consider a multiproduct
monopolist’s product line and pricing decisions under
the explicit assumption of two status externalities. The
firm sells a low-end product and a high-end product to
two segmented consumer groups. Whilst the sales of
the high-end product increase the demand for the low-
end product, the sales of the low-end product decrease
the demand for the high-end product. If the products
are not jointly branded, the status externalities do not
exist. By performing comparative statics using the im-
plicit function theorem we find that, given our assump-
tions, jointly branding products that were previously
branded separately is associated with a high-end prod-
uct price decrease and a low-end product price increase.

I. Introduction

Socrates is credited with saying that a good reputation is “the
richest jewel you can possibly be possessed of.” The impor-
tance of reputation is underlined in the economics literature,
which focuses on two approaches to reputation (Cabral, 2005).
The first approach, with hidden action, models repeated inter-
action and typically features moral hazard. It explores situ-
ations where a particular agent is expected to do something,
such as breach a price fixing agreement. The second approach,
with hidden information, models situations where a particu-
lar agent is thought to be something, such as a producer of

high quality products, and typically features adverse selection
(Cabral, 2005).

T would like to thank Professor James D. Dana, Jr., Northeastern
University, for all his support. His ideas and advice were most helpful
and inspiring. I am very grateful for the privilege I had to learn so much
from him. I also would like to thank Christina M. Kompson and Professor
Gilinther K.H. Zupanc for their helpful comments on the manuscript.
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In contrast to the above two strategies, we approach repu-
tation as an idea involving status. Specifically, we explore the
reputation of luxury brands and consider the effects of sta-
tus externalities on the product line and pricing decisions of
a monopolist selling status goods. There exists a demand for
status goods, because for some it is desirable to be associated
with wealth. According to Young, Nunes, and Dréze (2010),
Thorsten Veblen argues in ‘The Theory of the Leisure Class’
(1899) that status is not exposed through the accumulation
of wealth, but through its wasteful exhibition, described as
“conspicuous consumption.”

In order for conspicuous consumption to be effective, brand-
ing is utilized so that other consumers are able to recognize the
status of the product. Young, Nunes and Dréze define brand
prominence as “the extent to which a product has visible mark-
ings that help ensure observers recognize the brand.” Prod-
ucts are attributed to having conspicuous or discrete brand-
ing. The relative conspicuousness of the branding attracts
different types of customers and reflects the different signaling
intentions of the consumer (Young, Nunes, and Dreze, 2010).

Young, Nunes and Dreze (2010) propose a taxonomy which
assigns consumers into four groups, based on wealth and need
for status. The set consists of patricians, parvenus, poseurs
and proletarians. Patricians have wealth and a low need for
status. They want to be associated with other patricians and
pay a premium for inconspicuously branded products that use
signals interpretable by only other patricians. Parvenus have
wealth, and due to their need for high status they engage in
conspicuous signaling. Their main concern is to be dissociated
from the have-nots, whilst being associated with the wealthy.
A luxury brand must make parvenus believe that proletarians
and poseurs will know the brand and will recognize its con-
sumer as wealthy. Poseurs have no wealth, but high need for
status. They want to be associated with those recognizably
wealthy, the parvenus, and dissociated from the have-nots.
However, they cannot afford authentic luxury goods and there-
fore purchase counterfeit luxury products that act as inexpen-
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sive substitutes. The proletarians have no wealth and no need
for status. They neither want to associate nor dissociate with
any of the other groups (Young, Nunes, and Dreze, 2010). By
varying the price and conspicuousness of their brand, luxury
goods manufacturers can target different types of consumers.

The demand for consumer goods and services can be bro-
ken down into functional and nonfunctional demand. Whilst
functional demand is the part of the demand for a commod-
ity which is due to the qualities inherent in the commodity
itself, nonfunctional demand is that portion of the demand for
a commodity which is due to factors other than the qualities
inherent in the commodity (Leibenstein, 1950).

We categorize two types of nonfunctional demand. The
first type is concerned with the Veblen effect, a phenomenon
of conspicuous consumption, where there exists a willingness to
pay a higher price for a functionally equivalent good with the
intent to signal status (Bagwell and Bernheim, 1996). Whilst
the Veblen effect is a function of price, the second type of
nonfunctional demand is concerned with the “bandwagon” and
“snob” effects, in which the utility derived from the commodity
is respectively enhanced or decreased due to others consuming
that commodity (Leibenstein, 1950).

The bandwagon effect causes an individual’s demand for
a commodity to increase when consumers in general or a spe-
cific group of individuals in the market demand more of the
commodity. It represents the desire of people to purchase a
commodity in order to be fashionable and to imitate people
they want to be associated with. The snob effect is the re-
verse, in that the individual consumer’s demand is negatively
correlated with the total market demand. This represents the
desire of people to be exclusive (Leibenstein, 1950). These ef-
fects have in common that the consumption behavior of any
individual is not independent of the consumption of others.

Similar effects are described in the public policy literature.
Positional goods are goods for which consumers are primarily
concerned about relative consumption, and they are contrasted
with nonpositional goods for which the consumer’s main con-
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cern is his or her absolute consumption. Frank (2005) suggests
that economic models in which individual utility depends only
on absolute consumption imply optimal allocation of positional
and nonpositional goods. He argues, however, that economic
models in which individual utility depends not only on abso-
lute consumption, but also on relative consumption, predict
in equilibrium too much expenditure on positional goods and
too little on nonpositional goods, due to the expenditure arms
races focused on positional goods (Frank, 2005).

This paper analyses a situation where demand is a func-
tion of the consumption of others. This leads to the idea of
“non-additivity”, as discussed in Frank (2005), which occurs
when the market demand curve is not the lateral summation
of the individual demand curves. We explore the product line
and pricing decisions under the assumption of two status ex-
ternalities. Specifically, the firm sells a low-end product and a
high-end product to two segmented consumer groups and must
decide whether to brand the products jointly or separately. If
the firm sells the products under the same brand, sales of the
high-end product positively affect the demand for the low-end
product, whereas the sales of the low-end product negatively
affect the demand for the high-end product. These effects
arise due to the existence of status externalities, which arise
under the assumption that sales of different products under
the same brand have heterogeneous effects on the status rep-
utation of the brand. Whilst a luxury brand may have high
short-term sales by establishing a lower price line, this will
diminish the exclusiveness associated with the brand. The fol-
lowing two examples explore benefits and costs of introducing
low-end products.

Through the simultaneous introduction of the iPhone 5S
and 5C, which occurred on the same day, Apple signaled a link
between the two products. This link is further strengthened
by the numerical component of the product names. However,
as is apparent by the alphabetic component of their names,
the two products are also differentiated. The more expensive
5S has more features, such as a fingerprint scanner. However,
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from a branding perspective the most important difference in
the products is their appearance. Apple’s decision to utilize
two separate materials and color schemes makes them distin-
guishable to the consumers. The 5S has an aluminum case
and is available in the colors gray, silver and gold, which are
traditionally associated with luxury. The less expensive 5C is
built with a plastic case and is available in the colors blue,
green, pink, yellow and white.

Apple is hoping to use the 5C to address emerging markets,
especially China, where the majority of smartphone growth is
projected to be in the low-end market. Apple entered a multi-
year agreement with China Mobile, the world’s largest mobile
services provider by network scale and subscriber base, which
serves over 760 million customers. As a result, the 5S and the
5C will be available in China Mobile and Apple retail stores
across mainland China beginning in early 2014. This illus-
trates the increasing relevance of the Chinese market, which
Apple CEO Tim Cook has described to be “extremely impor-
tant” (Apple, Inc., 2013).

However, by moving towards the low-end market, Apple
will possibly encounter difficulties. On the one hand there
may be challenges capturing the Chinese low-end market be-
cause the 5C’s price of $739 is relatively high compared with
smartphones currently available in China, such as those from
Huawei, Coolpad and ZTE, which are offered for less than $100
(Pfanner and Chen, 2013). On the other hand, since the 5C
is relatively inexpensive compared to Apple’s other products,
its introduction may deter customers who value Apple’s high
status.

The product line of the luxury vehicle manufacturer Mercedes-
Benz offers a further example of a traditional high-end brand
targeting lower markets. In 2012, Mercedes-Benz began mar-
keting the CLA-Class, which has a starting price of $29,900
and is the brand’s lowest priced model to have entered the
United States automobile retail market. The CLA-Class is ex-
pected to be Mercedes’ bestselling model and has been called
the company’s current “most important car”. In addition to
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the expected increased revenue from the low-end market, this
market’s current clients will potentially become loyal to the
brand and purchase higher priced models in the future. How-
ever, Mercedes-Benz must weigh the risks involved in targeting
a more affordable market, since it may potentially deteriorate
their high-end reputation (Stock, 2013).

Externalities associated with status products are not lim-
ited to the products of a single firm, but expand to the realm of
two firms selling products that exhibit links to each other. In
this case the status externalities could arise due to the product
distribution’s geographic proximity or close similarity in the
product’s design, which result in a strong association between
the products. However, in these cases the status externalities
are not internalized. An example is the market for counter-
feits, where the two groups are the authentic producers and
the counterfeiters.

Qian (2011) uses 1993-2004 product-line-level panel data
on Chinese shoe companies to study the heterogeneous effects
of counterfeit entry on sales of authentic products. The net
effect of counterfeits on authentic product sales depends on
the interplay of the negative substitution effects for authen-
tic products and the positive advertising effects for a brand.
The advertising effects arise when counterfeits enhance brand
awareness and generate publicity for the brand, which signals
brand popularity (Qian, 2011).

Qian (2011) finds that the advertising effect outweighs the
substitution effect for the sales of high-end authentic products,
which are less of a substitute for counterfeits. On the other
hand, she finds that the substitution effect outweighs the ad-
vertising effect for low-end product sales. The net effect can
vary even within the same brand. The net effect also differs
between usage types. The positive advertising effect is most
pronounced for high-fashion products, products tailored to a
younger clientele, and products of younger brands that are less
established at the time of the infringement (Qian 2011).

Qian (2011) gives recommendations for policy and business
based on the heterogeneous impacts of counterfeiting. Coun-
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terfeiting incentivizes authentic brands to upgrade their qual-
ity and signal higher quality to ensure that consumers can
differentiate the authentic product from the counterfeits. The
focus of intellectual property rights enforcement should be di-
rected toward counterfeits that are substitutes for authentic
products. In addition, relatively fewer enforcement resources
can be devoted to products that benefit from the positive ad-
vertising effect (Qian, 2011).

Qian (2011) states that her findings, that the entry of coun-
terfeits has both a negative substitution effect and a positive
advertising effect, can be applied beyond the realm of counter-
feiting. Since in this paper we assume the markets are com-
pletely segmented, the substitution effect does not apply to
our model. In addition, applying the positive advertising ef-
fect to product lines suggests that sales of a low-end product
positively affect the demand for the high-end product. How-
ever, in this paper we assume a negative reputation effect on
the status of the established brand and that sales of a low-end
product negatively affect the demand for the high-end product.
In addition, in our analysis the externalities are internalized.

In this paper we consider the product line and pricing de-
cisions of a multiproduct monopolist under the assumption of
status externalities. We compare the case in which the firm
sells the two products with different brands to the case in
which the firm sells the two products under the same brand.
If the products do not share a common brand, then there are
no status externalities. We perform comparative statics using
the implicit function theorem to study the characteristics of
the market. We examine how prices change due to changes in
the externalities. We find that jointly branding products that
were previously sold with different brands is associated with a
decrease in the price for the high-end product and an increase
in the price for the low-end product.

II. The Model

An additively separable model is used to explore a multiprod-
uct monopolist’s product line and pricing decisions of two dif-
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ferentiated status products, under the explicit assumption of
two externalities. Specifically, whilst the sales of product 1
positively affect the demand for product 2, the sales of prod-
uct 2 negatively affect the demand for product 1. The markets
are completely segmented, due to which there is not spillage.

We implicitly assume product 1 is of higher quality and has
higher status than product 2. We implicitly assume that the
status externalities arise because the brand’s status is associ-
ated with the average wealth of the brand’s consumers. All
consumers have preference to purchase from a brand whose
clientele consists of wealthy consumers. The consumers of
product 1 are wealthy, whereas the consumers of product 2 are
not wealthy. Therefore, an increase in purchases by consumer
1 from the brand increases the average wealth of the brand’s
consumers and demand for product 2 increases. However, an
increase in purchases by consumer 2 from the brand decreases
the average wealth of the brand’s consumers and demand for
product 1 decreases.

We also implicitly assume that the two externalities are
linked to network externalities. The bandwagon effect causes
the demand of consumer 2 for product 2 to increase when con-
sumer 1 purchases more of product 1, because it is desirable
for consumer 2 to be fashionable and to purchase a product
from the status brand from which wealthy consumers purchase
products. However, due to the snob effect the demand of con-
sumer 1 for product 1 is negatively related to sales of product
2, because consumer 1 values exclusivity.

The demand functions for product 1 ¢; and product 2 g9
are linear combinations of the component of demand that is
a function only of the own price of that product, respectively
D3 (p1) and Dj(p2), and the component of demand given by
the externality of the other good, respectively —51¢2 and Baq1,
a change in which implies a shift in respectively ¢; and ¢s. By
the law of demand in both cases there is a negative relationship
between the own price and quantity demanded. We assume

Di'(m), D5 (p2) < 0.
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q1 = D1(p1,92) = D1 (p1) — 142
qz = D2(p2,q1) = D3 (p2) + B2q4

We also assume that Di(p1) and D3 (p2) are twice continu-
ously differentiable and that D" (p1),D3" (p2) < 0. That is, we
assume the demand functions for product 1 and product 2 to
be strictly concave (Mas-Colell, Whinston, and Green, 1995).

A demand function being strictly decreasing and strictly
concave implies that for a given price change in absolute terms,
the price change is associated with a larger decrease in the
quantity demanded if the price change occurs at a higher price
than if it were to occur at a lower price.

We think this is a reasonable assumption in the market
for luxury goods. Starting at a low price, a price increase
may initially be associated with only a small decrease in the
quantity demanded due to customer loyalty and because other
luxury products may not be perfect substitutes. Starting at a
low price, a price decrease may be associated with only a small
increase in the quantity demanded since consumers’ demand
may already be saturated (Scott, 1997).

However, starting at a high price a price increase may be
associated with a large decrease in the quantity demanded,
since consumers are increasingly deterred from purchasing the
good. Consumers may choose to purchase a similar luxury
good from a substitute luxury brand or choose not to purchase
a luxury good at all since it is not considered a necessity. We
rewrite the demand as functions of p; and ps.

D; (p,) — B1D;(p2)
(1 + B1B2)
D;(p;) + B2D1(p1)
(1 + B1B2)

q1 = D1(p1,p2) =

q2 = Dy(p1,p2) =

The magnitudes of the externalities are measured by [,

B2. To assure that ¢i,q0 > 0, we restrict 0 < g1 < g;g;%
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and 0 < fBy. Note that if gy = 0, then ¢ = Dl(p1,QQ) =
Di(p1). Similarly, if 82 = 0, then g2 = Da(p2,q1) = D3(p2).
We implicitly assume that not branding the products together
implies that 8;=0£2=0.

Given the above assumptions the price effects are:

aﬂ aq, Df’(Pl) —311);’(292)
op; apzl l(l R (LB |- 4
9z 042| | BDi'(P)  Di'(p) | = -
0p1 6p2 (1+ﬁ1ﬁ2 (1+ﬁ1ﬁz)

The relationship between poand ¢ is that which we would
expect in the case of substitutes, whereas the relationship be-
tween p; and ¢o is that which we would expect in the case of
complements.

Let R; and R» be the respective revenues generated through
sales of products 1 and 2.

D; (p,) — B1D;(p2)
(1+ B1B2)
D;(p,) + B,Di(py)
(1+ B1B2)

R, =pi1q; =

R, = p2q; = p;

Let the total revenue be R=R; + Rs

D;(p1) — B1D;(py) + D;(p,) + B,D1(p1)

R=n (1 + B187) P2 (1 + B1B2)

Let the total cost be given by C(q1,q2) = F + c1q1 + ¢2q2,
where F is a constant shared fixed cost, and ¢, ¢ are constant
per unit costs, such that ¢; > co, since product 1 is the status
good, which is of a higher quality that product 2. We rewrite
the total cost C as a function of pq, po.
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D; (p,) — B1D;(p2) te D;(p;) + B,D1 (p1)
(1 + B1B2) 2 (1 + B1B2)

C=F+C1

Let profit m be a real-valued function of py,ps. Let m: A C
R? - R, where A = {(p1,p2) € R2 |0 < p1,p2 < 00}

Dy (p,) — B.D;(p;)

w(py,p2) = (p1 — ¢1)

(1 + B1B2)
D; (p2) + B2 D{ (p1)
(P2~ c2) (1+ B18,) -F

We want to determine the maxima of 7. A point py € A
is a critical point if 7 is differentiable at py and if Dm(py) = 0
(Marsden and Hoffman, 1993). We take the partial derivatives
of m with respect to of p; and py and set the partial derivatives
equal to zero.

6_17: _ D;(p1) — B1D;(p,) + (0, — C1)Df’(p1) + (p, — CZ)BZDII(pl)

opy 1+ B182)
a_TL' _ (P1 - 51)(_[;1)1);,(1’2) + D;(pz) + BZD;(IH) + (pz - Cz)D;,(pz)
0p, (1 + B1B2)

If pg is an extreme point, either a local minimum or a
local maximum for 7, then pg is a critical point. However, if
po is a critical point, it does not necessarily imply that pg is
an extreme point (Marsden and Hoffman, 1993). Furthermore,
even if pg is an extreme point, we want to test that at this point
7 is maximized. We check whether the second order condition
is satisfied, that is the Hessian matrix of second derivatives is
negative definite. The Hessian matrix is:
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GES I3 RS
dp,*? dp,0p;
da%m 0%

dp,0p;  0p;?

We evaluate the partial derivatives at po = (p*, ph"):

205" (1) + D" () (0 — 1) + B(0F — ¢2)) B2D;' (pT) — B1D3' (pF)
1+ B1B2) 1+ B1B2)
B.D;' (™) — B, D3 (pT) 2D3" (03" + D3" (03 (3 — ;) — By (7" — ¢1))
(1 + B1B2) A+ B1B) ]

First we note that both diagonal elements are negative.
This is assured through our assumption that

Dy (p1), D3 (p2), D} (p1), D3 (p2) < 0

Second, we want to check that the determinant of the ma-
trix is positive. The determinant is:

(201" @) + D" GPN@F ~ e1) + B (PF" ~ c2))) (203" @5 + 5" @F) (@F ~ e2) = B (" — ) )
1+ Fi6)?

(.01 — 403 @P)
1+ B1B,)?

We cannot sign the determinant in general. However, eval-
uated at 81 = B2 = 0, the determinant is positive:

(201 @ + Di" (I @I - 1)) (205" GF) + D" G (BF — c2)) > 0

We assume that at pg 7 is maximized in general. We de-
note the multiproduct optimum. The multiproduct monop-
olist chooses the multiproduct monopoly prices p|* and py*
which determine the multiproduct monopoly outputs ¢" and
gy*. The two equations below implicitly define the multiprod-
uct monopoly prices pi* and py' as functions of 51 and Ss.
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Di (pf") — B1D;(P7") + Dy (pf) (p1" — 1) + Bo (03" = ) _

(1 + Buf) 0
D3 (®3") + B> D; (") + D3 (pF) (@5 — c2) = B (1" — c1)) _ 0
(1 + B1B2)

We will now calculate the single product monopoly opti-
mum. If the firm operates only in the high-end market go = 0
and g1 = Dj(p1). The revenue generated through sales of
product 1 is Ry = p1q1 = p1Dj(p1). Given that F} is the con-
stant fixed cost, and ¢ is the constant per unit, the total cost
in terms of p; is C' = F + ¢1 D} (p1).

Let profit © be a real-valued function of p;. Let m : A
C R - R, where A = {p1 € R| 0 < p1 < oo}, w(p1) =
(p1 — c1)Di(p1) — F. We want to determine the maxima of
w. A point pg € A is a critical point if 7 is differentiable at
po and if D7(pg) = 0 (Marsden and Hoffman, 1993). We take
the partial derivative of m with respect to p; and set it equal
to zero.

on ,
. Di(p1) + (p1 — c1)D1 (p1)
P1

The second order condition is satisfied, because the second
derivative is negative.

azﬂ ! whr
ﬁ'p_z= 2D1'(py) + Df (p1)(Py—c1) <0
1

Therefore, the single product monopolist chooses the sin-
gle product monopoly price pj, which determines the single
product monopoly output gj.

Di(p}) + (p; — ¢, )DY' () =0
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Similarly, if the firm operates only in the low-end market,
then ¢; = 0 and g2 = D3(p2). In this case, the single prod-
uct monopolist chooses the single product monopoly price p3
which determine the single product monopoly output ¢;.

D; () + (; — c2)Di'(p3) = 0

The single product monopoly pricing for a firm which oper-
ates either only in the high-end market or only in the low-end
market, which results in zero sales of the other product, is
equivalent to the multiproduct monopolist optimum when the
demands are independent, 81 = B2 = 0. There are no exter-
nalities if the products do not share a common brand. If the
multiproduct monopolist separately brands the two products,
the respective demands are:

9, = Df(Pl)
g2 = D3 (p2)

The first order conditions are:

Di(p}) + (i — c)Di'(p}) = 0
D;(p3) + (b2 — c2)D1 (p3) = 0

s — Oup s — O2p2 i
We define ef; = 7o+ and €3, = 52 22 to be the respective

price elasticity of demand for the case where the products are
branded separately. We rewrite the first order conditions:

(@7 —¢y) _ 1
pi - E11
(p2 — c2) _ 1
P2 - €22
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In the case where externalities exist, the two equations
below implicitly define the multiproduct monopoly prices p!*
and p5" as functions of 51 and Ss.

D; (™) — B,D3(p7") + D' @™ (P — 1) + B, (P — ¢3)) — o
(1 + B:B2)

D;(®3") + B,D; (™) + D3' (pF((@F — ¢3) — By (P — ¢y)) _
(1 + B:B2)

0

The price elasticity of demand is:

&m = %& = —plDl*,(pl) <0
1 op1q1  Di(py) — B1D;(p2)
m a‘h& _ p2D;' (p2) <0

€3 = 57— TR T
227 0paq2,  D3(py) + B2D5(p1)

The cross-price elasticity of demand is:

em = %& _ —p2B.D;' (p,)
2 app D;(p1) — B1D;(p2)
m_ 091 _ P07 (py)

€21 = —— *
27 dp1q;  Di(py) + B2D5(py)

>0

As for substitutes €f5 is positive and as for complements
€57 is negative. The cross-price elasticity of demand is zero if
the demands are independent, which is the case if 1 = 82 = 0.

We rewrite the first order conditions for the case where the
products are jointly branded and solve for price:

¢, — B, (3 —cy)

m

Py =
1
(1+m>
m_ G2 + B, " —¢y)
P2 =71y
(1+%)

Since a monopolist does not produce on the inelastic por-
tion of the demand curve, €[}, < —1 (Pindyck and Ru-
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binfeld, 2009). Therefore, all else equal an increase in g is
associated with a decrease in p7*, whereas all else equal an in-
crease in (3 is associated with an increase in p5*. This analysis
is possible since €7} is independent of 52 and €5} is independent

of 51.

II1. The Effect of Changes in Externalities on Pric-
ing

This section examines how prices change due to changes in the
magnitude of the spillover parameters. However, we first ex-
plore possible reasons for the existence of and changes in the
externalities. We implicitly assume that the externalities exist
due to a link between the low-end and the high-end products,
as well as a link between the two groups of consumers. Due
to the links consumers associate the low-end product with the
high-end product. Therefore, a change in the sales for the one
product will result in a change in the demand of the other
product. An increase in the links is associated with an in-
crease in the size of the externalities. The links are based on
the interaction of the two consumer groups during which the
product, which jointly branded with the product that can the
purchased by the other consumer group, is displayed. Market-
ing can be used to alter the intensity of the link.

We assume implicitly that the link between the two groups
of customers is affected by the extent to which the two groups
of customers have information about each other’s purchases.
This depends on how frequently the two groups interact, since
through interaction the purchase decisions are exhibited. The
interaction is not limited to direct in-person interaction, but
can occur indirectly via various media. The frequency of the
interaction may be limited due to geographic or social barriers.

In addition to the frequency of the interactions between
the two groups, we consider the extent to which the prod-
ucts are displayed throughout these interactions. Therefore,
an additional factor that has an effect on the magnitude of the
externalities is whether the products are consumed privately
or publically. Products that are frequently displayed in public,
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such as accessories or smartphones, are associated with larger
status externalities in absolute value than products that are
usually consumed in private, such as furniture.

Furthermore, a link is established between the low-end and
high-end products if the firm sells the two products under the
same brand. If the products have recognizable similar fea-
tures, such as name, logo, and design, the products will have
a shared identity and therefore influence each other’s reputa-
tion. In the case of status externalities, if the brand is associ-
ated with exclusiveness, a lower priced product may diminish
the exclusivity and possibly decrease the value of the brand,
since high-end exclusive customers want to dissociate them-
selves from the other group. If the firm brands the products
separately, we assume that the link does not exist, 51 = (2
= 0, and neither the positive spillover S5 g nor the negative
spillover 81 g2 would be experienced. The firm’s decision to
brand the products jointly or separately depends on the rel-
ative importance of the markets. The firm could also have
sub-brands or luxury and regular product lines.

Furthermore, marketing can communicate to consumers
the extent to which the products are similar or dissimilar, and
therefore alter the link. The firm can, for example, advertise
the exclusiveness of the high-end product. The firm can also
advertise the products together and underline their similari-
ties. In addition, high volumes of advertisement and promi-
nent branding are associated with larger externalities because
this results in the brand being more known and recognizable
by the public. The firm may consider utilizing advertisement
to minimize the magnitude of the negative externality 5, and
maximize the magnitude of the positive externality (s.

We perform comparative statics using the implicit function
theorem. The equilibrium prices p; and ps are implicitly de-
fined as functions of #; and B2 in the two equations that are
yielded through the first order conditions.
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D (py) — BiD;(p;) + D;'(p) (p1 — 1) + By (P, — ¢3))
1+ B:B2)
D3 (p,) + B,D;(p,) + D3 (02) (0, — €3) — By (p1 — €1))
1+ 8:82)
F1(p1, P2, B1.B2) = 0
Fo(p1,p2, B1.B2) = 0

F1(p1, 02, B1, B2) =

Fy(p1, P2, B1, B2) =

We restrict F} and F5 to the level set where Fp,F5=0, val-
ues of p1,p2,B1,and B such that Fy,F>=0, and denote the re-
striction F] and F3. The partial derivatives of F| and F3 with
respect to p1,po,01,and Bo, are equal to the partial derivatives
of F1 and F5 with respect p1,p2,51,and 35, however, the ma-
nipulation is simplified.

F{ (01,02, 81, B2) = Di(p1) — B1D; (p2) + Di' (0:1)((p1 — ¢1) + B2 (P2 — €2))
F3 (p1, 2, 1, B2) = D3(p2) + B2Di (p1) + D5' (02)((p2 — ¢2) — B1(p1 — €1))

We want to determine the sign of each component of the
matrix of partial derivatives of price with respect to £1,82. To
do so we calculate an expression for each component.

0B, 0B, op, 0p, 0B, 0B,
dp, 0p, d0F] 0F]| |0F} OF}
9B, 0B, op1  0Op; 9B, 0B
0F; 0Ff OF{ OF; O0F] 0Ff OF{ 0F;
OFf 0F] OF] 0F] o op, 9B, - Op, 0B,  0p, 9B, - dp, 9B,
- (ap1 ap,  0ps 6p1> OFf OF] OFJ OF] OF] 0F] 0F] OF]

ap, aj IaF{ AF[ 1 *[0F] OF]

Op, 0By 0Op, 0B, Op, 9B, Op, 9P,

Based on our current assumptions, the signs of two of the
below partial derivatives cannot be determined.
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aFT

=2D;'(p1) + D;”(pl)((pl —c1) + B2(p2 — Cz)) <0

op,
Flr 7 I
= f2D1 (p1) — f1D; (92)?
9, B2D1 (1 B1D3 (p;
oF; =-D;(p,) <0
3B, 2 (P2
oF] ,
=Dy (p)(p, —c3) <0
9B, 1 (P1) (P2 2
Fr r *!
i = B2D1 (p1) — B1D3 (p2) ?
Fr ! *1!
6p2 = 2D; (p;) + D3 (Pz)((Pz —c3) = Bi(py — C1)) <0
2
J0F]
=-=D'"(p))(p; —c;) >0
B, 2 (P2)(P1 1
oF; =Di(p;) >0
B, 1(P1

In each of the entries of the matrix below the sign of one of
the partial derivatives cannot be determined. The two partizal

. . . . OF
derivatives whose sign cannot the determined are equal, BT;;
OFY . . . ..
= 8—;1’. Therefore, their product is either zero or positive.

However, if their product is a nonzero positive we cannot sign
the determinant.
ap, op, OF] OF] OFf OF] OF}dFT OFI OF]

~1 - -
9B, 0B, __ OFf 0F7 _ OF] 9F] dp, 0B, 0p, 0B, 0p, 0B, Op, 9B,
dp, 0p; dpy 0p, Op, Opy OF{ 0F; O0F; OF]f OF] 0F; 0F; 0F]

9B, 0B, 0py 0By B 0p; 0B, Op1 0B, B 0py 0B,

To build intuition we will examine to the case where 81,82 >
0, but the derivatives are evaluated at §; = 0. Hence, we eval-
uate the impact of the externalities at the point where 51 starts
with no impact. Given this assumption, the signs of the other
partial derivatives remain unchanged and we sign:

dF] OF]

= B,D;'(p;) < 0,evaluatedat 8, = 0
dp2  0p:
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However, under this assumption, we are still unable to sign
the determinant.

We now examine the case where 31, 52 > 0, but the deriva-
tives are evaluated at 82 = 0. Hence, we evaluate the impact of
the externalities at the point where Sy starts with no impact.
Given this assumption the signs of the other partial derivatives
remain unchanged and we sign:

JdF] OF]
op 0p4

= —p,D;'(p;) > 0, evaluated at 8, = 0

However, under this assumption, we are still unable to sign
the determinant.

Given the previous two assumptions separately, we could
not sign the determinant. Hence, we explore the case where,
081,82 > 0, but the derivatives are evaluated at 8, = B2 =
0. Hence we evaluate the impact of the externalities at the
point where both 31 and 2 start with no impact. Given these
assumptions, the signs of the other partial derivatives remain
unchanged and we sign:

dFf OF]
op, op,

= 0,evaluatedatf; =3, =0

We derived earlier that:

dp, dp, aF] 0F] O9F[ aF] dF;dF] OdFaF;
~—r 1 == - L —

By 9B, - _ (6[-'1" ﬂ_ oF] aFZT) dp; 3y Op; 8By 9p, 8B, 9p; b
dp, dp, dp, dp, dp, dp, dF, 8F, 0F, dF, aF; aF, aF, dF]
B, 0B dp, 3B, Opy 0By Op, 0B, dp, 0B

Given the assumption where the partial derivatives are
evaluated at 51 = B2 = 0, we get:
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dp; O0p dF] 0F] OF] 0F]

— -1

0B, 0B, - _ OFf 0FF dp, 0B, 0p, 0B, - [_ _]
6& aﬁ dp, 0p, dF] 0F] OF] 0F] + +
9B, 9B, dp, 0B, 0p, 3B,

Therefore, G581 < 0, 8L < 0, 92 > 0, and 2 > 0. All
else equal, an increase in either 8y or (o is associated with a
decrease in F| and an increase in F;. We have shown that in
the neighborhood of 81 = 2 = 0, the restoration of equilib-
rium necessitates a decrease in p; and an increase in py. An
increase in 81 and (o, starting at $; = 5 = 0, is representative
of moving from the case in which the firm sells two products
with different brands to the case in which the firm sells two
products under the same brand. Therefore, jointly branding
products that were previously sold with different brands is as-
sociated with a decrease in the price for the high-end product
and an increase in the price for the low-end product.

We first explain the intuition behind why an increase in
(B1 implies, in equilibrium, a decrease in p; and an increase
in po. All else equal, an increase in (1 implies that the first
market is hurt more by sales of product 2. Therefore, to restore
equilibrium, an increase in (3 is associated with an increase in
p2, since this leads to a decrease in D3ps so that less of product
2 is sold, so that demand for product 1 remains high and the
damage is dampened in market 1, at the loss of less profit
in market 2. Whilst an increase in ps shifts up demand for
market 1, the demand in market 1 is nevertheless lower than
before the increase in 81 and therefore, to restore an optimum,
p1 is decreased.

We explain the intuition behind why an increase in [y im-
plies, in equilibrium, a decrease in p; and an increase in ps.
All else equal, an increase in 39 implies that market 2 benefits
more by sales of product 1. To restore equilibrium, an increase
in By is associated with a decrease in p1, since this leads to an
increase in Dip; so that more of product 1 is sold, so that de-
mand for product 2 is further increased and profit in market
2 is further increased, at the loss of less profit in market 1.
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Given our model, an increase in demand for product 2 implies
an increase in ps.

IV. Discussion and Conclusions

This paper investigates a multiproduct monopolist’s product
line and pricing decisions of two differentiated status products,
under the explicit assumption of two externalities. Specifically,
whilst the sales of the high-end product positively affect the
demand for the low-end product, the sales of the low-end prod-
uct negatively affect the demand for the high-end product. We
find that jointly branding products, which were previously sold
with different brands, is associated with a decrease in the price
for the high-end product and an increase in the price for the
low-end product.

Whilst it necessitates empirical tests of the model to inves-
tigate its value of representing observable reality, we will out-
line ways in which the model and analysis can be improved and
extended. First, the model could be improved by making the
assumptions explicit and deriving the demand functions from
assumptions on preferences. Demand could be derived as a
function of the consumer’s wealth, the quality of the product,
and the status of the brand, which could be the average wealth
of the consumer who purchases from the brand. In addition to
making the status externalities explicit, an improvement would
be not assuming that markets are completely segmented and
allowing spillage, which allows a low-priced product to canni-
balize the high-priced product. This would better depict real-
ity, where some wealthy consumers purchase low-end products
and some non-wealthy consumers purchase high-end products.

Modeling relative price differences is an improvement of the
model that does not involve assumptions about quality. The
intuition is that if p; increases the brand is associated with
even more status, whereas if po decreases the brand status is
even further diminished. Below is a possible model, where if
p1 = po the externalities do not exist.
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" P1—D
q1 = D1(p1,492) = D1 (p1) _31( 1p 2) qz
2

. P1 — D2
42 = D, (p2,q1) = D3(p2) + B> ( )fh

2

=

Furthermore, additional externalities, such as an advertis-

ing effect (Qian, 2011) or network externalities that affect the
products own demand, could make the model represent reality
more accurately. The model could also be generalized to an
array of products that vary in quality and an array of market
segments that vary in size. A further consideration is to model
competition, where firms react to each other’s price changes.
The interaction of costs could also be modeled. Further anal-
ysis might also consider maximization of total welfare.
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